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ABSTRACT 

This research was initiated because of a global increase in congestion on roads and the 

consequent increase in the rate of fatalities on both national and international roads. 

Annually, 1.3 million people are killed on the roads globally, and millions are injured. It was 

estimated that 2.4 million people will be killed in road traffic accidents annually by 2030, and 

in South Africa, over 14 000 deaths were reported in 2016. A study undertaken by the 

American Automobile Association Foundation for Traffic Safety (AAAFTS), established in 

1947 to conduct research and address growing highway safety issues, found that motorcar 

accidents, on average, cost the United States $300 billion per annum. In the same vain, the 

World Health Organisation (WHO) asserted in their 2013 Global Status Safety Report on 

Road Safety that by 2020, traffic accidents would become the third leading cause of death 

globally. In this organisationôs 2015 report, South Africa was listed as having one of the 

highest road fatality rates in the world, averaging 27 out of 100 000 people. 

Cognisance of these statistics that describe wanton loss of life and serious economic 

implications, among other reasons, led to the development of autonomous vehicles (AVs), 

such as Google and Uberôs driverless taxis and Teslaôs autonomous vehicle. Companies 

have invested in self-driving prototypes, and they bolster this investment with continuous 

research to rectify imperfections in the technologies and to enable the implementation of AVs 

on conventional roads. This research aimed to address issues surrounding the systems 

communication concept, and focused on a novel method of the routing facet of AVs by 

exploring the mechanisms of the virtual system of packet switching and by applying these 

same principles to route autonomous vehicles. This implies that automated vehicles depart 

from a source address and arrive at a pre-determined destination address in a manner 

analogous to packet switching technology in computer networking, where a data packet is 

allotted a source and destination address as it traverses the Open Systems Interconnection 

(OSI) model for open system interconnection prior to dissemination through the network.  

This research aimed to develop an IoT model that reduces road congestion by means of a 

cost effective and reliable method of routing AVs and lessen dependency on vehicle-to-

vehicle (V2V) communication with their heavy and costly sensor equipment and GPS, all of 

which under certain conditions malfunction. At the same time, as safety remains the foremost 

concern, the concept aimed to reduce the human factor to a considerable degree. The 

researcher demonstrated this by designing a computer-simulated Internet of Things (IoT) 

model of the concept.  

Experimental research in the form of a computer simulation was adopted as the most 

appropriate research approach. A prototype was developed containing the algorithms that 
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simulated the theoretical model of IoT vehicular technology. The merits of the constructed 

prototype were analysed and discussed, and the results obtained from the implementation 

exercise were shared. Analysis was conducted to verify arguments on assumptions to clarify 

the theory, and the outcome of the research (an IoT model encompassing vehicular wireless 

technologies) shows how the basic concept of packet switching can be assimilated as an 

effective mechanism to route large-scale autonomous vehicles within the IoT milieu, 

culminating in an effective commuter operating system. 

Controlled routing will invariably save the traveller time, provide independence to those who 

cannot drive, and decrease the greenhouse effect, whilst the packet switching characteristic 

offers greater overall security. In addition, the implications of this research will require a 

workforce to supplement new growth opportunities. 

Keywords: Internet of Things (IoT), computer simulation, machine learning (ML), artificial 

intelligence (AI), LiDAR, packet switching, routers 
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PROLOGUE 

òAny skilled engineer can take control remotely of any connected 'thing'. Society 

has not yet real ised the incredible scenarios this capability creates .ó  

ð André Kudelski, Chairman and CEO  of Kudelski Group  

 

 ANECDOTAL SCENARIO 

Ethics Review Boards and AI Self -Driving Cars  

ð Dr Lance Eliot, the AI Trends Insider  

 

ñAs a driver of a car, you are continually making judgments that involve life-or-death matters. We donôt 

tend to think explicitly about this aspect of driving and take it for granted most of the time. Whenever 

there is a car accident, the topic comes up about what the driver did or did not do, and any aspects of 

how judgment came to play in the accident usually comes to light. 

Suppose you are driving down a street at nighttime. You have your radio on. It has been a long hard 

day at work and you are heading home for the evening. How well are you paying attention to the 

driving task? Perhaps your thoughts are focused on a difficult problem at work that you are hopeful of 

solving. The radio is meanwhile tuned to a talk show and it covers a topic of keen interest to you. 

You normally take the main highway to get home, but tonight you opted to use a less common road 

that you hope has little traffic and will allow you to get home faster. The speed limit is 45 miles per 

hour, and you are doing about 55 mph. Going over the speed limit on this particular road happens all 

the time and going just 10 mph over the speed limit is actually not much of an excess in comparison to 

what other drivers do. 

Suddenly, via your headlight beams, you see what might be a figure in the road up ahead. Thereôs not 

a crosswalk nearby and so you werenôt anticipating that any pedestrians would be in the roadway. You 

werenôt looking for pedestrians, plus with your thoughts on the problems at work and with your 

somewhat rapt listening to the radio talk show, it all added up that you didnôt notice the shadowy figure 

at first. 

Your mind races as to whether it really is a person or not. The roadside lighting in this area is rather 

poor. You have only a few seconds of time to decide what to do. Should you slam on the brakes? But, 

if so, there is a car behind you and they might ram into your car. Plus, perhaps by slamming on the 

brakes you might lose control of the car and not be able to manoeuvre it. You could instead try to 

swing wide, out of your lane, and do so in a somewhat frantic manner under the belief that the 

shadowy figure is headed in the other direction. You might just skirt the figure by going to the left, if 

you can swerve just enough and if the shadowy figure continues to move to the right. 

Swinging over into the other lane isnôt so easy though. There is another car in that lane. You might 

cause the other driver to react and they might then swerve into the median. You could maybe try to go 

to your right, up on the sidewalk, doing so to avoid the figure in the street. But, it is so dark that you 
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arenôt sure if there might be anyone on the sidewalk and besides the idea of driving on the sidewalk 

seems almost crazy, really just a desperate last resort to avoid hitting the figure in the street. 

This is a relatively realistic scenario and one that any of us could encounter. 

Letôs analyse the situation. 

The driver is faced with a rather untoward dilemma. There might or might not be a pedestrian in the 

path of their car. Whatever is in the path, the driver only has a few seconds to decide what it is and 

what action to take. 

If the driver opts to use their brakes, it could lead to the car behind the driver doing a rear-ender and it 

might injure or kill the human occupants in either or both cars. 

If the driver opts to swing into the next lane to the left, it could lead to the car in that lane becoming 

concerned and possibly veering into the median, which could injure or kill the human occupants, and 

might careen further into traffic and injuring or killing other humans in nearby cars. 

If the driver opts to drive up onto the sidewalk in hopes of avoiding the figure in the street, there might 

be pedestrians there that could get injured or killed, plus the driver might generally lose control of the 

car and the driver gets injured or killed too. 

If the driver decides to stay the course and continue forward, they will potentially hit the shadowy 

figure. This might injure or kill the figure, assuming it is a human, and the driver might also get injured 

or killed in the process of striking the figure. 

Is there a proper and precise equation or some form of calculus that we can use to identify what the 

correct course of action is? 

I donôt think so. 

Suppose you had time to try and develop some kind of calculation, what would it consist of? You might 

try to find out the ages of the various óparticipantsô such as the driver of the car, the driver of the car 

behind the dilemma facing car, the driver of the car in the next lane over, etc. Maybe you could say 

that the older the driver the more they have lived their lives and so the less they count in terms of 

whether to be on the one that might take the brunt of the situation. In other words, you might say that 

moving into the lane to the left is the óbetterô option because the driver in that car is the oldest of those 

involved and thus has already lived their life. 

Some would say that your use of age in this manner is outrageous and absolutely wrong. You might 

instead try to calculate the societal value of each participant, somehow trying to encompass what they 

do and how they are helping our society. Or, maybe you come up with some other factors to try and 

weigh the value of their human lives. 

You might instead just decide to use probabilities regarding the various actions involved. If the 

approach of slamming your brakes has a 30% chance of injury or death, while if you swing into the 

next lane there is a 60% chance of injury or death, perhaps you should go with the brakes option since 

it has the lower probability of an adverse outcome. 

These analytic methods could be handy and yet it seems rather trying that any of us could individually 

come up with an agreeable set of equations or formulas to cover such circumstances for us and 

others. As far as we all know, the method used by todayôs human drivers is the nebulous notion of 

óhuman judgment.ô None of us can really say whether our brains do some kind of mathematical 

calculation, nor can we explain directly why we did something. We can rationalise what we did by 

offering an explanation, but the explanation itself might have little to do with what really happened 

inside our heads. 
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Explanations are provided as a means to try and turn our mental aspects into something that can be 

elaborated to other people. Usually, our explanations are intended to suggest a logical means of how 

we arrived at a decision. No one can though definitively say or prove that their mind actually carried 

out the logical steps offered. Instead, the explanation is a post-reflected aspect that might match to 

what our minds considered, or it might be a completely concocted aspect. 

Suppose the driver in this case decides to go ahead run into the shadowy figure. Did they do so after 

carefully considering all of the other options? 

The driver might after-the-fact claim they considered the various options, but perhaps they did and 

maybe they did not. It could be that the after-the-fact explanation is an attempt to rationalise what took 

place. The driver might not want to seem as though they just mindlessly rammed into the shadowy 

figure, and as such, provide instead an elaborated indication of the other options, which might allude 

to the notion that the driver tried to find a means to avoid the incident, even though maybe they just 

froze-up or maybe didnôt even notice the shadowy figure beforehand at all. 

Ponder for a moment the number of times that each of us as car drivers make these kinds of spur of 

the moment decisions, doing so in real-time, in order to try and avoid causing some kind of car 

incident that might injure or kill others. Itôs not just limited to those occasions when you get into a car 

accident. You undoubtedly have lots of situations that fortunately donôt lead to an accident per se, and 

yet you had to make some tough decisions anyway. 

In this case of the driver, suppose it turns out that the shadowy figure was actually a large tumbleweed 

that was blowing across the street. If the driver opted to plough ahead and into the tumbleweed, 

perhaps it led to no car accident. The driver just kept going. Meanwhile, the car behind also kept 

going, and the car in the lane to the left kept going. None of them are injured or killed. Yet, there was a 

split second or so when a decision might have been made that could have led to their injury or death. 

No one would have likely recorded this non-event and no explanation or rationalization was sought or 

tendered. 

Iôd like to suggest that with the millions of cars on our roads on a daily basis, we are all involved in 

millions upon millions of such judgment calls, continually, and those of us in the cars, either as drivers 

or passengers, are subject to the outcomes of those judgments. So too are the pedestrians nearby to 

wherever cars are driving. 

It is actually a bit staggering that we donôt have more car accidents. With this many people and they 

are all making those millions upon millions of judgments, it is somewhat a miracle that their judgments 

are good enough and sound enough that we donôt experience even more car incidents and more 

injuries and deaths accordingly. 

I hope this doesnôt scare you from getting into your car. Also, I hope that this discussion hasnôt been 

overly macabre or ghastly. As I suggested earlier, the reliance on human judgement permeates our 

car driving and determines life-and-death matters. We donôt usually overtly consider this aspect in our 

daily driving and tend to take it in stride. 

What does this have to do with AI self-driving cars? 

AI Self-Driving Cars Will Need to Make Life-or-Death Judgements 

At the Cybernetic AI Self-Driving Car Institute, we are developing AI software for self-driving cars. One 

crucial aspect to the AI of self-driving cars is the need for the AI to make ójudgmentsô about driving 

situations, ones that involve life-and-death matters. 
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Iôve had some AI developers tell me that there isnôt a need for the AI to make such judgments. When I 

ask why the AI does not need to do so, the answer is that the AI wonôt get itself into such 

predicaments. 

I am flabbergasted that someone could have such a belief. In the scenario that I just described, I 

would assert that the AI could readily have gotten itself into exactly the same predicament that I had 

indicated the human driver was involved in. 

Some might say that the AI would not be distracted by the radio playing and would not be thinking 

about problems at work. Okay, letôs subtract that entirely from the scenario. Some might say that the 

self-driving car would not be driving over the speed limit. Iôd tend to debate that aspect, but anyway, 

letôs go ahead and assume that the self-driving car was doing the 45-mph speed limit. 

We still have the situation of the car approaching the shadowy figure and need to consider the matter 

of a car behind the self-driving car and the car that is to the left of the self-driving car, all being done in 

real-time, with just a few seconds to decide, and with the balance of peopleôs lives at stake. 

If you were to suggest that the self-driving car would be better able to detect the shadowy figure 

because the self-driving car has not only cameras but also radar, sonic, and perhaps LIDAR 

capabilities, Iôd say that yes there is a chance of having a more robust indication, but in practical terms 

those sensors wonôt guarantee you that you have a better detection. Anyone that knows much about 

those sensors would concede that you can still have an imperfect indication of what is ahead of the 

self-driving car. There are many factors that can limit the capabilities of those sensorsé 

Some would say that the self-driving car would make sure to have sufficient distance between it and 

other cars so that it could have the needed stopping distance unimpeded. I donôt quite see how that is 

feasible per se. If the car behind you is on your tail, how do you ensure that there is sufficient stopping 

distance without getting rear-ended by that other car? 

The answer usually is that the other car is being driven by a human and the óstupidô human has not 

allowed for the proper stopping distance. Therefore, the problem now is that we have a human driver, 

which if we just remove all of the pesky human drivers and have only AI self-driving cars, we would not 

need to be concerned with cars being too close on our tails. 

This will require me to take you on a related tangent about the nature of self-driving cars. 

There are varying levels of AI self-driving cars. The topmost level is considered Level 5. A Level 5 self-

driving car is one that is being driven by the AI and there is no human driver involved. For the design 

of Level 5 self-driving cars, the automakers are even removing the gas pedal, brake pedal, and 

steering wheel, since those are contraptions used by human drivers. The Level 5 self-driving car is not 

being driven by a human and nor is there an expectation that a human driver will be present in the 

self-driving car. Itôs all on the shoulders of the AI to drive the car. 

For self-driving cars less than a Level 5, there must be a human driver present in the car. The human 

driver is currently considered the responsible party for the acts of the car. The AI and the human driver 

are co-sharing the driving task. In spite of this co-sharing, the human is supposed to remain fully 

immersed into the driving task and be ready at all times to perform the driving task. Iôve repeatedly 

warned about the dangers of this co-sharing arrangement and predicted it will produce many untoward 

resultsé 

Letôs focus herein on the true Level 5 self-driving car. Much of the comments apply to the less than 

Level 5 self-driving cars too, but the fully autonomous AI self-driving car will receive the most attention 

in this discussion. 
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Here [are] the usual steps involved in the AI driving task: 

¶ Sensor data collection and interpretation 

¶ Sensor fusion 

¶ Virtual world model updating 

¶ AI action planning 

¶ Car controls command issuance 

Another key aspect of AI self-driving cars is that they will be driving on our roadways in the midst of 

human driven cars too. There are some pundits of AI self-driving cars that continually refer to a 

utopian world in which there are only AI self-driving cars on the public roads. Currently there are about 

250+ million conventional cars in the United States alone, and those cars are not going to magically 

disappear or become true Level 5 AI self-driving cars overnight. 

Indeed, the use of human driven cars will last for many years, likely many decades, and the advent of 

AI self-driving cars will occur while there are still human driven cars on the roads. This is a crucial 

point since this means that the AI of self-driving cars needs to be able to contend with not just other AI 

self-driving cars, but also contend with human driven cars. It is easy to envision a simplistic and rather 

unrealistic world in which all AI self-driving cars are politely interacting with each other and being civil 

about roadway interactions. Thatôs not what is going to be happening for the foreseeable future. AI 

self-driving cars and human driven cars will need to be able to cope with each other. Periodé 

Returning then to the matter at hand of the scenario about the driver and the shadowy figure in the 

roadway, we need to dispense with the notion that the cars around the self-driving car will be only AI 

self-driving cars. Realistically, there will be a mix of human driven cars and AI self-driving cars. 

I say this to clarify that the scenario Iôve painted remains the same, namely the AI is faced with the 

matter of having to try and determine whether to hit the brakes but might get rear-ended, or swing into 

the next lane but might cause the other driver to veer into the median, or the AI might drive onto the 

sidewalk but maybe harm pedestrians, or the AI might continue straight ahead and potentially plow 

into the shadowy figure. 

As mentioned, there are AI developers that claim that an AI self-driving car would not let itself get into 

such a predicament, but there doesnôt seem to be any realistic world in which the AI could have 

magically avoided this situation and many other such situations. Iôm putting a stake in the ground and 

will unabashedly say that there are going to be unavoidable crashes that AI self-driving cars will need 

to confront (and, of course, there will be avoidable crashes too, for which hopefully the AI will be 

astute enough to avoid). 

Iôve stated many times that there are crucial ethical decisions or judgments that the AI will need to 

make when driving a self-driving car. I donôt believe you can hide behind the matter by saying that the 

AI will never get itself into a situation involving an ethical decision or judgment. Saying this belies the 

very act of driving a car. Anyone developing an AI self-driving car that seems to think that the AI wonôt 

get itself mired into such situations has their head in the sand, and worse too they are developing an 

AI system that cannot presumably handle the real-world driving tasks that the AI will faceé 

For the moment, please go with me on the notion that the AI will need to cope with ethical decisions or 

judgments as part of the driving task. If that is indeed the case that the AI will need to deal with the 

matter, the question then becomes how it will do so. You might suggest that the AI needs to use 

common sense reasoning. 

Common Sense Reasoning for AI Self-Driving Cars Not Available 

As humans, we seem to have an ability of being able to use common sense about the world around 

us. We somehow know that a chair is a chair and that the sky is blue. We also presumably use 
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common sense to decide when to slam on our brakes in the car versus swerving into another lane. 

Well, sad to report that we donôt yet have any true semblance of common-sense reasoning for AI 

systems, and so letôs count out for now the ósolutionô that we could just plug-in common sense 

reasoning and have dealt with the ethical choices matter swiftly by doing soé. 

You might say that the AI should use Machine Learning (ML) to figure out how to cope with these 

ethics related decisions. Are you suggesting that we let AI self-driving cars drive around and 

sometimes they hit and injure or kill someone, and sometimes they donôt, and by the collection of such 

driving instances that somehow over time the ML ólearnsô which approach to take in these dicey 

situations? This seems impracticable. I would wager that most of us would not want to be one of the 

humans injured or killed during the thousands of such instances that the ML needed to collect to be 

able to find patterns and ólearnô from the experiencesé 

In short, the better approach would be to explicitly design, develop, test, and field the ethical decision 

making or judgment aspects into the AI. 

Thus, since we donôt have available as yet any kind of automated common-sense reasoning, and 

since relying upon ML to somehow miraculously over time figure out what to do (during which grave 

results are apt to occur), it would seem prudent to overtly tackle the problem and devise a system 

capability for the AI to rely upon. 

If we do nothing, the AI will be unable to adequately perform when such moments arise, and the result 

will be likely random chances of the self-driving car either managing to avoid an incident or getting 

involved in an incident and doing so without any explainable rhyme or reason for it. I donôt think we 

want self-driving cars to become clueless rockets of potential destruction. 

Now, assuming that indeed the appropriate approach would be to devise a system component for this 

purpose of ethical decision making, this raises a slew of technological and societal considerations. 

Should this be left to the automakers and tech firms to devise on their own, each independently 

creating such system components? This would seem somewhat questionable. If you have brand X 

self-driving car driving around and it is going to decide one way as to how to ascertain whether to 

proceed forward toward the potential pedestrian or weave or hit the brakes, and there is brand Y self-

driving car that decides another way, it would be potentially confusing for the public at large as to what 

to expect from the AI of these self-driving cars. 

Besides the aspect that each of the automakers or tech firms would need to reinvent the wheel, as it 

were, in terms of trying to come up with a viable approach, it would seem more consistent and 

transparent if some overarching approach were used. This too would deal with the potential thorny 

aspect that involves the crux of how the decisions are being made. 

The thorny aspect involves how to decide what the óbestô course of action might be in these ethical 

dilemmas. I had earlier asked whether humans use some kind of mental calculus to determine which 

choice to make. Do humans weigh each factor? Do they consider whether age is important of those 

that might get injured or killed? How do humans do this? We canôt say for sure how humans do it. 

This makes trying to have an AI system do something similar a problematic issue. It would be handy to 

know how humans make such decisions and thus we could just pattern the AI to do the same. Iôve had 

some AI developers that tell me that all this will take is to ask people how they decide, and then 

essentially óprogramô this into the system. As pointed out earlier, the rationalizations that people 

provide are not necessarily how they truly decide, and we are not even close as yet to being able to 

probe into the mind to discover how people really make such decisions. 
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Perhaps this takes us toward the ML approach and the need to collect sufficient data, though doing so 

via car accidents themselves would seem dubious. Another approach would be the use of simulations 

and have humans that gauge and make choices in the car driving simulations, out of which the ML 

might ólearnô the approach being used by humans (even if we donôt know whatôs actually happening in 

their minds). 

Another approach would involve using an actuaryôs kind of analytics method. As emotionally difficult 

as it might seem, there might well be a need to identify and agree to factors that should come to play 

in these decision moments. The result would be developed as part of the AI for use in the on-board 

system of the self-driving car. The same kind of gut-wrenching aspects are involved in trying to decide 

actuarial matters and thus it seems potentially fitting to use the same kind of methods for these 

purposes. 

Rather than leaving this task to the automakers or tech firms alone, some have proposed that an 

Ethics Review Board mechanism should be utilised. These would presumably be special committees 

or boards that would meet to aid in determining the parameters and thresholds for use in the ethics 

aspect components of the AI self-driving car systems. It might be something crafted by industry or it 

might be something created via potential regulations and regulatory bodies. 

These Ethics Review Boards might be established at a federal level and/or a state level. They would 

be tasked with the rather daunting and solemn task of trying to guide how the AI should be established 

for these tough decision-making moments (providing the policies and procedures, rather than 

somehow ócodingô such aspects). They might also be involved in assessing incidents involving AI self-

driving cars that appear to go outside the scope of what was already established, and thus be an 

ongoing aid in the re-adjustment and calibration of the implemented approach. 

Some have suggested that if there was an AI component for these ethical decision-making moments, 

and if there is a desire to standardise it across self-driving cars, perhaps the component should be 

housed in the cloud. Similar to how self-driving cars will be using OTA (Over The Air) electronic 

connections to update the AI systems, perhaps the AI component would not be embedded into the on-

board system of the self-driving car and instead be accessed remotely. 

Of course, the remote access aspects might get in the way of the decision making itself. It is more 

than likely that the ethics component would need to be accessed in real-time with split seconds to 

render a choice. Doing so via electronic connection seems dicey and prone to being inaccessible at 

the moment that the aspect is urgently neededé 

What would seem prudent would be to have an on-board capability that could be updated via a cloud 

or centrally based standard. The on-board component would then be honed to presumably be able to 

render a choice in whatever sufficient time is available in a given circumstance. If insufficient time 

existed in any particular instance, there would need to be some shortcut choice capability, which I 

mention since once again the thought is to avoid an arbitrary choice and one-way-or-another have a 

óreasonedô choice that can be understood and explained. 

One question that some have posed is whether this ethics decision making component could be truly 

able to handle all of the many variants of the Trolley problem. For example, Iôve outlined the case of 

the driver that is not sure if a pedestrian is in the road, and there is a car immediately behind, and 

there is a car to their left. Surely there are thousands of such potential instances, all of which would 

have variants. How could a system possibly contend with so many variations? 

Iôll bring us back to the aspect that humans seem to be able to contend with these multitude of 

variants. Iôd guess that the driver faced with the situation Iôve outlined has not experienced that exact 

situation before. Instead, they have an overall experience base and need to use whatever they can to 
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try and apply it to the moment and the situation at hand. Presumably, the AI component would need to 

do the same. Plus, the AI component would be sought to be adjusted and enhanced over time (via the 

use of the Ethics Review Boards). 

There is unquestionably bound to be controversy about the notion of the Ethics Review Boards. Some 

suggest that they should be called Safety Review Boards or perhaps Institutional Review Boards, 

providing a naming that might be more palatable. There are some that have pointed out that there is 

the possibility of having them become labelled as ódeath panelsô as per the political term that arose 

during the 2009 debates about aspects of the federal healthcare legislation (this phrasing seemed to 

strike a chord with the public at large, though there is quite a dispute about the merits of the labelling). 

In one sense, it could be argued that the Ethics Review Boards would be shaping how the AI will 

respond to dicey driving incidents, and as such, those Boards are deciding how life-or-death decisions 

will be made. It would be no easy matter for the members to serve on such a committee. Careful 

selection and criteria for participation would need to be figured out. 

As unseemly as it might seem to have such Boards, the alternatives are to allow whatever happens to 

just happen or allow for particular automakers or tech firms to make those a priori choices for us all. It 

would seem to be the case that society would likely prefer the more open and transparent and 

collective approach of using the Boards, but this is something yet to be ascertained. 

A few final comments that Iôd like to cover on this topic encompass various security related aspects. 

One concern would be that a hacker might somehow be able to mess with the on-board ethics choice 

component and alter it so that it would do something untoward. When the ethics component is 

involved in a dire situation, the hacked version might make a choice that purposely seeks to maximise 

injury and death, rather than minimise it. Of course, systems security does need to be paramount for 

the on-board AI, and in fact Iôd suggest that if the hacker could hack pretty much any part of the AI of 

the self-driving car, the odds are they can produce an untoward result in some fashion. 

In essence, rather than focusing on solely the ethics component, nearly any other element of the AI 

system if hacked can likewise produce adverse consequences. As such, all Iôm saying is that you 

cannot argue that there should not be an ethics component due to the potential for it being hackable, 

since you could make the same argument for nearly all other components of the AI system for a self-

driving car. If you then are making the argument that any of those components could be hacked and 

therefore they are inherently untrustworthy, you might as well then say that there is no such viable 

thing as an AI self-driving car. 

In a somewhat similar manner, letôs consider the cloud and the OTA. One might argue that suppose a 

hacker gets to the cloud version of the centralised ethics component and messes with it. The hacker 

has made things presumably easier for themselves in that they didnôt need to try and access any 

particular self-driving car, and instead they will let the OTA do so for them. The OTA would 

presumably blindly and dutifully send the updates to the on-board AI systems and thus allow a viral-

like spread of the untoward ethics component aspects. 

Iôll invoke the same argument as before. Yes, if a hacker could hack the centralised version, it would 

potentially produce this kind of calamity. I would submit though that if the hacker could alter nearly any 

aspect of the centralised patches that are going to be pushed down to the AI self-driving cars, you can 

have an untoward result. As such, the security needs to be quite tight at both the on-board self-driving 

car and at the OTA cloud-based elements. Either one can allow for something untoward if the security 

is not sufficiently tight. 

Iôve had some AI developers tell me that their ósolutionô to these ethical choice situations involves 

having as a default that if the self-driving car cannot decide what to do, it will simply slow down and 
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come to a halt. I hope that you can readily see that such an approach is nonsensical. Using my earlier 

example, would we have wanted the driver to have simply slowed down and come to a halt? This is 

quite impractical in the given situation and as I say is a nonsensical way of thinking. 

Another idea that has been offered would be to ask the humans in the self-driving car as to what the 

AI should do. Again, a nonsensical answer. First, suppose there arenôt any human occupants in the AI 

self-driving car at the time of such a decision-making moment? We are going to have AI self-driving 

cars driving around on their own, quite a bit. 

Second, even if there is a human on-board, would they be able to out-of-the-blue be able to make 

such a decision? Letôs assume they arenôt driving and arenôt paying attention to the driving task, which 

in a Level 5 self-driving car is indeed their prerogative. 

Third, suppose the human on-board is drunk? Suppose the human on-board is a child? Suppose there 

are humans on-board and yet the decision needs to be made within 2 seconds ï how could the 

humans be told the problem and offer an answer in a mere secondôs worth of time. And so on. 

Another point some make is that maybe we should setup remote human operators that would make 

these decisions. Sorry, itôs a nonsensical idea. Suppose the remote operator could not fully grasp the 

nature of the situation? Suppose they only had two seconds to decide and meanwhile they somehow 

needed to ñreviewò what the situation is and what options to consider. Suppose there are electronic 

communication delays or snafus and the remote operator is not able to participate in the time needed? 

And so oné 

Iôd say that the automation is what is going to get us into this predicament, and it would seem like the 

automation is the only means to get out of it (as coupled with the Boards and the approach to devising 

the solution). Though, when I say get out of it, letôs be clear that however this is devised, the odds are 

that the AI system will be second-guessed about the choices made. This would be true of humans and 

it will certainly be the same about the AI. The AI might óperfectlyô execute whatever the AI ethics 

component consists of, and yet still human lives might be lost. 

There are unavoidable crashes that no matter what you do, a crash is going to occur. For my earlier 

example, suppose it really was a pedestrian in the roadway. And, suppose that each of the choices 

involved either injuring or killing someone, either the pedestrian, or the driver in the car behind you, or 

the driver in the car to your left, or you as the driver. There is not going to be a magical way to get out 

of the unavoidable crashes unscathed. 

Would we prefer as a society to pretend it wonôt happen and then wait and see? Or, would we rather 

step-up to the matter and address it head-on?  

Time will tellò (Elliot, 2018). 
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While the ethics of self -driving cars is imperative, necessary  to take note of , and still a 

much  needed  debated across the globe, òtechnology is advancing at a 

phenomenal pace and itõs showing no sign of slowing downó (Centre of 

Technological Excellence, 2020) .  

Therefore, òéwith the swift pace of change and disruption to business and society, 

the time to join in is nowó (Coleman, n.d.). 

 

This research focu ses on technological advancements  with self -driving cars and the 

Internet of Things (IOT) .  

The ethics of self -driving cars is a separate topic  outside the boundaries of this 

research , dealt  with by experts and Ethical  Review Boards  that conduct in -depth 

social science research  on the moral values and principles involved in the use of 

disruptive  technologies.  
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1. CHAPTER 1: INTRODUCTION 

1.1 Introduction 

The automotive industry is a critical component of the world economy, employing millions of 

workers across manufacturers, suppliers and dealers; however, mobility is increasingly 

expensive, inefficient and unsafe. South African road fatalities in 2012 exceeded 14,000 

annually, with 150,000 injuries, and a cost to the economy of around 210 billion rand per year 

(South African Road Safety Audit, 2012:iii-iv). By 2019, there had been a slight improvement 

but the figure was still too high, according to the Automobile Association (RTMC, 2020). 

Running costs of owning a vehicle, together with roadway construction and maintenance and 

with the fact that the average person spends 260 hours of lost time annually in the driverôs 

seat because of congestion, are astronomically high. In urban areas, 40% of fuel is used in 

looking for parking, and in some US cities, parking lots cover over a third of the land area 

(Kimmelman, 2012). Furthermore, there is a global ñgo greenò drive to pursue practices that 

are environmentally friendly in an endeavour to reduce global warming, with an emphasis on 

reducing resources contributing to greenhouse gas emissions such as fossil fuels (Chou & 

Chou, 2012:447-448). 

Google and Tesla, among several other motor manufacturers, have conducted a 

considerable number of studies on autonomous vehicles (Greenemeier, 2016). Googleôs 

concept of a driverless taxi incorporates a mix of global positioning systems (GPSs), lasers, 

altimeters and gyroscope technology, which, in a combined effort, navigate a vehicle to 

predetermined locations without human intervention (Joy, 2014; Standage, 2018). Besides 

the cost of putting such a vehicle on the road, overall vehicle integrity raises concerns over 

safety aspects, with emphasis on the safety and security of communication systems.  

According to Mervis (2017) and Litman (2020), AVs will occupy roads alongside present-day 

vehicles for some time to come dictated by technology, expenditure and road infrastructure. 

The crucial element of human safety necessitates a system that responds instantaneously, 

such as fibre optics or electromagnetic radiation (radio waves) moving at the speed of light, 

and in use worldwide as the chief source of communication, transporting significant volumes 

of data over a considerable distance (Howard, 2011). Until recent advances in Assist Global 

Positioning System (AGPS) latency in GPS, satellite transmission has been a major limiting 

factor regarding collision avoidance, and a setback to the implementation of Level 3 vehicles 

on our roads (Yass, 2017). This research proposed an alternative solution using IoT to 

accommodate vehicles on our roads.  

This research focused on exploring the workings of a virtual system and applying the same 

principles to route autonomous vehicles; this means the use of data networks using Internet 
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Protocol (IP) addresses instead of GPS, with its stream mapping data. Cisco routers, their 

OS protocols and embedded programming were investigated in the process, as well as a 

variety of contemporary detection and communication techniques such as machine learning 

(ML) and their underlying properties in order to develop an Internet of Things (IoT) solution. 

This research is multidisciplinary in nature, with the proposed IoT solution falling within the 

information technology discipline. 

It is feasible to assume that with an ever-increasing number of motorists, along with an 

increase in defiance and human error factors, the ultimate goal of research lies in designing 

a completely automated guideway system; however, implementation is a process and this 

research is a progressive step towards achieving this goal. Viability depends on return on 

investment (RoI), and the research further suggested implementation within a South African 

perspective (see section 1.3 for detail on the South African perspective). 

1.2 Keywords 

The following keywords and key concepts delineated the research:  

¶ Internet of Things (IoT) 

¶ Computer simulation 

¶ Multidisciplinary 

¶ Machine learning (ML) > artificial intelligence (AI) 

¶ Routers > external networks 

¶ Switches > internal networks 

¶ Radio navigation beacons > transmitting sources 

¶ Radar and light detection and ranging (LiDAR) 

¶ Packet switching 

1.3 Background to the research    

An increase in population and in middleclass earners who are attracted to employment 

prospects in urban areas contributes to traffic jamming (Padayachi & Thambiran, 2012:1). In 

South Africa, freight by rail has reduced, resulting in a switch to the use of extra heavy 

commercial vehicles (EHCVs) for freight transport, even though Transnet Freight Rail has 

invested R201bn in infrastructure over time. This has led to increasing numbers of heavy 

vehicles on already congested roads (UD Trucks, 2013). Moreover, according to the 2016 

carbon budget annually updated by the Global Carbon Project (2016) (Le Quéré et al., 2016), 

South Africa has the highest carbon dioxide (CO2) emissions from vehicles in Africa, and 

twice the global average, which contributes vastly to the annual increase in the greenhouse 

effect (CSIR, 2016).  
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Despite efforts to mitigate the situation, fatalities continued to increase and during 

2010/2011, a person died every 38 minutes on South African roads. By 2015, the country 

was rated as having one of the worst fatality figures globally (South African Road Safety 

Audit, 2012; Taylor, 2016; WHO, 2015). Stringent road and safety laws since implemented 

have had little impact on improving the situation, as they do not eradicate non-compliance 

and human error. Furthermore, an inadequate response to road maintenance issues and a 

lack of enforcement of the rule of law exacerbates the situation, while road fatalities and 

injuries steadily increase (Taylor, 2016).  

Human error or bad choices were responsible for 94% of accidents. According to Peissener, 

Doebler and Metze (2011) and Pyper (2014), the risk potential for an accident to occur 

increases as drivers practice secondary activities that divert attention from the primary task 

of driving, such as talking on cell phones, which in turn influences cognitive responses. Any 

activity that takes the driverôs attention away from the primary driving task is considered a 

distraction (Horberry et al., 2006; NHTSA, 2014). In the United States (US), nearly 80% of 

accidents and 65% of near-accidents involve some form of driver inattention within three 

seconds before the event happens (NHTSA, 2014). In his 2011 TED talk, Professor 

Sebastian Thrun (2011), Director of Stanford Universityôs Artificial Intelligence Laboratory, 

stated that people would wonder why they ever thought to drive cars themselves. By cutting 

down the human intervention element of driving to a considerable degree, roadways will 

become safer areas of passage and autonomous vehicles will inexorably help to alleviate 

congestion and the accident rate. 

In this research, the researcher demonstrated by means of an IoT model how the concept of 

packet switching can be applied effectively to route real-life autonomous vehicles on our 

existing road infrastructure. A packet is a basic unit of communication transmitted across one 

or more digital networks. In order for the data to be transmitted, it is broken up into similar 

tiny edifices that, on reaching their destination, reconstruct themselves into their original form 

(Sanders, 2007).  

What is the problem? 

Literature on information systems (IS) and empirical research on the packet switching 

concept as a routing mechanism for autonomous vehicles is limited. Only meagre related 

literature exists, such as research conducted in the USA (Fiske, 2002) to route magnetic 

levitating vehicles travelling along a track, and which has been conceptualised in an MTech 

dissertation by the researcher (Wahl, 2013). Communication within the current context refers 

to the conveying of messages between a sending unit and a receiving unit over a medium. 

Such transmission of data over a digital network via packet switching has been utilised 

extensively as a communication medium in computer networks (Sanders, 2007).  
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Other developments include technology that constructs three-dimensional maps of the 

surrounding area and processing of all data at a rate that allows operation from inside the 

vehicle. Delays in communication experienced in transmission when using the GPS have 

largely been rectified with the latest development of AGPSs that use cell phone towers; 

however, the potential for tower outages still exists. In addition, autonomous vehicles are 

prohibited from operating in bad weather conditions. 

GPS is a global radio navigation system controlled by the USA Department of Defence, 

involving a constellation of orbiting satellites and their ground stations (USA Department of 

Defence, 2008; Garmin, n.d.). Microwave signals are transmitted to GPS devices to provide 

information on location, time, direction and vehicle speed, which are processed and 

computed by a receiver (Bertnaga, 2010). Furthermore, the possibility of intercepting 

transmissions poses a security concern, even though modulation and encryption methods 

would have to be decrypted (Muoio, 2016). Google and Tesla have shown that autonomous 

vehicles are a feasible futuristic development taking all advances into account in the IoT, 

including developments such as computer vision affiliated to ML, which can distinguish 

objects and include a feature used to discern behaviour of other road users, vehicles or 

pedestrians. 

1.3.1 Internet of Things 

The term óInternet of Thingsô (IoT) was coined by Kevin Ashton of Proctor & Gamble and later 

co-founder of the Massachusetts Institute of Technologyôs Auto-ID Centre in 1999 (Ashton, 

2009). IoT refers to any network of physical objects combined with electronic devices, 

including vehicles embedded with sensors, electronic actuators, or software that are 

connected via a network, and which allows them to communicate and exchange information 

or data with each other (Brown, 2016).   

Raji (1994) had already envisioned the IoT concept, describing it in the IEEE Spectrum 

magazine as small packets of data that are conveyed to a large location of nodes, allowing 

everything to be combined and automated, from home appliances to entire factories. Objects 

can be controlled by means of the IoT as they inter-operate within the internet infrastructure, 

individually identified through their embedded computing systems. A more direct integration 

of the physical world into computer-based systems reduces human intervention and ensures 

efficiency and accuracy, while being more economically viable (Santucci, 2011; Lindner, 

2015). 

Figure 1.1, compiled by the researcher from the description by Zhuge (2004), describes the 

basic concept of a model proposed in 2004 of a futuristic interconnected environment, laying 

the foundations of IoT. The ternary universe encompasses physical, virtual and mental 
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worlds consisting of primary levels that begin with the bottom physical level, comprising 

nature and devices; followed by the virtual world; with the human stimulus at the top level, to 

promote active and cooperative assistance in accomplishing tasks and solving problems by 

utilising the network (Zhuge, 2004, 2005). The increasing number of devices connected and 

controlled by the Internet means the IoT is not excluded from the need for stringent security 

standards. Devices need to be created by companies with this in mind (Porup, 2016), as it 

was accurately assumed that by 2019, the Enterprise Internet of Things (EIoT), a term 

referring to devices used in business and corporate settings, would account for almost 9 

billion devices (Greenough, 2015). The Industrial Internet of Things (IIoT) encountered in the 

manufacturing industry is estimated to generate $12 trillion of global GDP by 2030 

(Daugherty et al., 2015). Interfacing between the human world and the cyberworld, 

particularly in large industrial corporations, is planned by means of an architectural 5C 

system (connection, conversion, cyber cognition and configuration), converting data into 

information that spurs the physical assets on to produce the required results. 

 

Figure 1.1: Model-prompting trend for the IoT 

IoT can monitor and manage infrastructure such as structural conditions of bridges or roads 

that could compromise the safety of autonomous vehicle occupants. IoT can furthermore be 

extended to all facets of the transport system to enable vehicle-to-vehicle communication, 

smart parking and vehicle control. Research to integrate IoT and autonomous control is 

shifting towards an open network of intelligent entities, such as Web services and service-

oriented architecture (SOA) components, as well as virtual objects (avatars) that are able to 
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operate by deciding independently whether they choose to share objectives with other virtual 

objects in finding a solution or whether to follow their own initiative to solve a problem. This is 

accomplished by the ability of objects to sift and reason through collected data, detect 

environmental changes or defects affecting sensors, and, consequently, apply appropriate 

solutions (Alippi, 2014).  

Enabling technologies for IoT means that objects are allocated a unique identification IP 

address or a uniform resource identifier (URI) that identifies the name and location of a file; 

however, due to limited address space of IP version 4 (IPv4), IoT enabling technologies are 

now being supported by IPv6, which is the follow-up generation of the Internet Protocol 

System. The network to communicate between devices is provided by several wireless 

(short- to long-range) or wired (Ethernet or power line communication) technologies (Deering 

& Hinden, 1998).  

This research focused on the data transmission aspects of IoT, with particular emphasis on 

Ethernet network infrastructures as a means of communication between IoT devices and 

receiving nodes. The communication principles are analogous to those in a traditional local 

area network (LAN) configuration where the Open Systems Interconnection (OSI) framework 

is employed. Medium to enterprise LAN configurations customarily include network routers 

and switches in their architecture in order to relay data to a predetermined destination, either 

internally or outside of the LAN. This routing mechanism is also referred to as packet 

switching, which is the focal point of the research, i.e., incorporating the mechanics behind 

packet switching technology into a routing IoT solution for autonomous vehicles. 

An example of IoT devices configured in an Ethernet network is the ósmart homeô, which 

comprises a cluster of IoT devices all wired to a central point of communication or IoT access 

through network cables, but can also be configured wirelessly. This access point is usually a 

router issued by a service provider. Smart home devices typically consist of an array of 

sensors that monitor water and temperature as well as light contrast, among many other 

applications (Chambers, 2011). Another example of IoT devices are those used in industry 

with the main purpose of recording and monitoring functionality of various factory-grade 

machinery, and which can also control components of such machines on demand and from a 

remote location. Aspects of disparate manufacturing plants can now be synthesised and 

controlled from a central point of access with the aid of IoT (Porup, 2016). 

To demonstrate controlling AVs through the concept of packet switching, the researcher 

contributed to the existing body of knowledge by developing a prototype (computer 

simulation) reliable routing system that reduces dependence on vehicle-to-vehicle (V2V) 

communication, GPS and road topography. 
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1.3.2 Rationale and motivation  

Autonomous vehicles on our roads could decrease accidents and fatalities, resulting in a 

reduction in i) health-care costs, ii) lost work time, iii) litigation costs and iv) other adverse 

consequences (Lissy et al., 2000). Significant continual technological advances in 

autonomous vehicle technology have made the notion of AVs an imminent and acceptable 

reality, with sustainability envisaged through the improvement and management of the 

wellbeing of road users (Giarratana, 2016; Tsiu, 2020). Furthermore, economic benefits and 

quality of life can increase significantly, particularly when elderly and disabled persons are 

able to achieve a considerable level of independence (Giarratana, 2016; Jansen, Li & 

Lorenz, 1995). At the same time, besides increased work performance and optimised work 

hours (Triplett et al., 2014), the AV concept offers possibilities for entrepreneurship on a 

macroeconomic level. 

According to the USA  Department of Transportation, besides the potential to avert a high 

percentage of vehicle accidents, V2V on-board communication and vehicle-to-infrastructure 

(V2I) communication technology has been shown to increase the overall efficiency of 

vehicles and reduce emissions (Pyper, 2014). South Africa is a member country of the Kyoto 

Protocol, drafted by the United Nations Framework Convention on Climate Change 

(UNFCCC). The country is therefore committed to decreasing greenhouse gas emissions 

through the development of technologies and processes designed to encourage local 

governments to be more amiable in granting clearance for the introduction of numerous new 

autonomous vehicles on the road (UNFCCC, 2010; South African Department of 

Environmental Affairs, 2013). 

Conventional autonomous cars rely extensively on GPS, whereas in this research, an 

uncomplicated packet switching routing mechanism that reduces satellite dependency on 

GPS has been proposed and demonstrated by means of an IoT solution. Latency, 

congestion on the network, and any other problems experienced within the packet switching 

process is automatically rectified by the system itself. 

1.4 Problem statement   

The growing number of vehicles on our roads and the consequent accident death rate is 

detrimental to South Africaôs economy (Nel, 2019). Autonomous vehicles, such as those 

proposed by Google and Tesla to run concurrently with conventional vehicles on existing 

roads, are exorbitantly priced (Ackerman, 2016). Furthermore, as mentioned in section 1.3, 

autonomous vehicles do not function effectively in inclement weather conditions and are 

completely reliant on GPS. This study endeavoured to show a possible way that autonomous 

vehicles could function effectively using the fundamental concept of packet switching as a 

routing mechanism that encompasses IoT technologies. 
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1.5 Research aim 

This study aimed to explore the probability of developing a safe, reliable, cost-effective and 

faster method of routing autonomous vehicles by adopting packet switching as a router 

mechanism. The research further aimed to propose an IoT model encompassing vehicular 

wireless technologies, and to explain and substantiate the operation of such a system based 

on empirical simulation. 

1.6 Research questions 

A primary research question and secondary research questions guided the study. 

1.6.1 Primary research question (PRQ)  

PRQ: What IoT solution can be proposed to incorporate the virtual packet switching 

concept of traversing data as a router mechanism for controlling real-life 

autonomous vehicles? 

1.6.2 Secondary research questions (SRQs)  

SRQ1: What technologies support autonomous vehicles? 

SRQ2: What technologies embrace packet switching? 

SRQ3: What cybersecurity technologies are available to protect against system 

security threats and attacks?  

SRQ4: What is the magnitude of environmental and societal benefits to developing 

such a system? 

SRQ5: What are the challenges in applying the virtual packet switching concept to 

serve as a routing mechanism for real-life autonomous vehicles? 

SRQ6: What model can be proposed to validate the operation of packet switching as a 

routing mechanism for autonomous vehicles in the South African context? 

1.7 Research objectives  

The primary and secondary objectives that qualified the research questions are stated below. 

1.7.1 Primary research objective (PRO) 

PRO: To determine, by means of a proposed IoT solution, the viability of applying the 

virtual packet switching concept of traversing data as a routing mechanism to 

real-life autonomous vehicles 
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1.7.2 Secondary research objectives (SROs)  

SRO1: To determine the state-of-the-art technologies supporting autonomous 

automobiles 

SRO2: To determine the technologies involving packet switching 

SRO3: To identify the availability of security technologies to safeguard system security 

against attack 

SRO4: To describe the environmental and societal benefits of developing the system 

SRO5: To determine the challenges surrounding the technical implementation of the 

system 

SRO6: To propose an IoT model to validate the operation of packet switching as a 

routing mechanism for autonomous vehicles in the South African context 

1.8 Research design and methodology  

A brief overview of the methodological deliberations that were followed in the research study 

is provided in this section. In Chapter 3, the researcher provides a comprehensive 

description of the research design and methodology used to address the research questions. 

Research is defined as a search for knowledge (Kothari, 2004), while research design is a 

plan or procedure for research, ranging from broad assumptions to detailed methods of data 

collection and analysis. Research design furthermore deals with the philosophical 

assumption(s), strategy of enquiry, and specific methodology used in this study (Creswell, 

2009). Methodology delineates data and data analysis procedures, and according to Peffers 

et al. (2007:5), methodology is ña system of principles, practices and procedures applied to a 

specific branch of knowledgeò. This means that, in order to answer the research questions, 

the design explains the data required, the methods followed in the data collection process, 

and the method used to analyse the data.  

1.8.1 Strategy of enquiry and philosophy 

Computing often provides an analogy of the real world, and an awareness of oneôs 

environment can encourage creativity to help find the metaphor that resembles a concept 

(Olivier, 2011). This researcher adopted a quantitative research approach within a design 

science paradigm; however, the researcher acknowledges Trochim and Donnelyôs (2008) 

findings that qualitative and quantitative data are unambiguously linked, as all quantitative 

data are based on qualitative judgments, and all qualitative data can be described and 

deployed numerically. Similarly, IS research is characterised by design science and 

behavioural science. Design science is rooted in engineering and the sciences of the 

artefact, while behavioural science has origins in natural science research methods (Hevner 
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et al., 2004). Design science seeks to solve problems through creating innovations that can 

be designed and implemented using IS to accomplish this. 

Quantitative research is a systematic and empirical investigation of observable phenomena 

through mathematical, statistical, or computational techniques, and is a linear, pre-planned 

research design (Given, 2008). Quantitative research adopts the positivist epistemological 

stance and an objectivist attitude rooted in Auguste Comteôs (1830-1842) positivism 

framework, which combines a deductive approach with precise measurement (Kasim, 

Alexander & Hudson, 2010). 

Archival research was conducted by collecting data on aspects of packet switching from 

literature such as books, journals and the Internet, utilising databases such as Science 

Direct, SpringerLink and the Institute of Electrical and Electronics Engineers (IEEE, 2017). 

The positivist stance together with the accompanying deterministic philosophy adopted by 

the researcher holds that causes determine outcomes, and this needs to be taken into 

consideration with data collection (Creswell, 2009). The data collected through archival 

research were analysed and interpreted as a depiction of the underlying algorithms working 

in symmetry with all key components of the simulator (Figure 1.3) in relation to the 

constructed environment (Creswell, 2009). Potential threats to the security of the simulated 

environment were also examined. The philosophy behind IT research considers computers 

as human creations and suggests that most IT research attempts to realise theories 

acceptable to researchers in order to guide the construction of automated systems (Kuhn, 

1970). The range of theories extends from engineering aspects of the methods used in 

constructing a system to the impact that human nature exerts on the development of 

automated systems (Olivier, 2011; Soare, 2009; Turing, 1939).  

1.8.2 Methodology 

Given the pioneering nature of this research, the researcher examined several 

characteristics of quantitative research, with a specific interest in descriptive design and 

experimental research. Explanatory research entails establishing any causal relationship 

between variables in order to explain factors concerning the research problem (Saunders, 

Thornhill & Lewis, 2009) and, to an extent, was found relevant in this research. Descriptive 

design measures an association between two variables (independent and dependent) and, to 

a certain degree, would also have fulfilled the purpose of this research (Grove, Burns & Gray, 

2013). Alternatively, experimental research is a scientific method used to establish a cause-

effect relationship between variables, where one variable (independent variable) is 

deliberately manipulated to determine the effect of this manipulation on the other variable 

(dependent variable). An experiment can also be designed to determine ówhat-ifô without a 

clear expectation of what might be revealed by experimentation (Bacon, 1620). 
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After deliberation, it was decided that experimental research in the form of a computer 

simulation was the most appropriate to adopt as approach, since the research used a 

computer program that simulates a theoretical model of a particular system, and this 

approach best describes the intentions of the research. Computer simulation, referred to as 

ñan active modelò or a ñcomputational experimentò (Olivier, 2011:11), can be applied to model 

actual experiments and observations, such as the one described in this research. Models are 

used in design science for several reasons, some of which include: 

i) Simplicity ï to be able to understand the principle of a concept. 

ii) Comprehensiveness ï models can methodically address all or most features of a 

problem. 

iii) Clarity ï all elements of a procedure are evident. 

For simulation, a real process or action has to be imitated to prove a hypothesis. Simulation 

is suitable for observing correlations between variables, and the method allows for estimation 

and prediction (Bhattacherjee, 2012; Myers, 2009). The goal of simulation is to examine the 

effect of a new algorithm, as was intended in this research. The computer model is the actual 

prototype containing the algorithms and equations used to imitate (simulate) the behaviour of 

the situation under demonstration.  

A model was proposed as the major thrust and outcome of this research (Figure 5.1 to 

Figure 5.4). The research was initiated by proposing the development of a prototype to 

represent realistic aspects of the real-life environment. By means of IoT vehicular 

technology, the researcher then followed the research process and demonstrated through 

algorithms (Merriam-Webster, 2020) that the concept can work in practice. According to 

Olivier (2011:9), the construction of a prototype demonstrates insight into a new model. For 

this research, the proposed model is therefore a main outcome of the research. The model 

comprises the developed prototype containing the algorithms that simulated the 

theoretical model of IoT vehicular technology (discussed in Chapter 5). The merits of the 

constructed prototype were analysed and discussed, and the results obtained from the 

implementation exercise were shared. Figure 1.2 depicts the building process of the 

proposed computer model, showing how the interaction of simulation and theory was applied 

in this study.  

In other words, insights can be gained into new technology and into analytical solutions 

applied to complex performance systems (Strogatz, 2007), all of which are aligned to the 

aims of this research. Independent pairs of attributes classify computer models, and aspects 

of this research seemingly required delving into both continuous simulation models and 

event-based models, such as discrete event simulation (DES) that manages events in time. 

The majority of computer simulations, including DES, are logic-test and fault-tree types. A 
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simulator in this type of simulation manages a queue of events that are sorted according to 

the simulated time when it should take place. The simulator reads the queue and initiates a 

new event as the preceding event is processed. The data produced by the simulation can be 

accessed to discover logic defects in the design or in the sequence of events (Nutaro, 2010). 

 

Figure 1.2: Process of constructing the proposed computer model 

(Source: Researcher) 

The researcher hypothesised that the characteristics of models such as DES could be 

utilised to simulate the routing of autonomous vehicles by means of the packet switching 

process. In order to demonstrate the routing of AVs by means of packet switching through 

experimentation, existing computer simulation software was examined to determine the 

possibility of adapting the software to this research. Open-source discrete-event simulation 

software such as Facsimile Simulation Library and GNU Octave, as well as NetLogo, an 

open-source multi-agent simulation, were considered and the most suitable to this research 

was determined to be Psimulator2 (GitHub, 2008), developed by European researchers. 
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1.8.2.1 Simulation 

To create a model, the researcher made use of an open-source network simulator, 

Psimulator2 (Figure 1.2), developed in JAVA by the Faculty of Information Technology at 

Czech Technical University in Prague to teach basic networking topics to their students 

(GitHub Inc, 2008).  

Figure 1.3 depicts the necessary tools ï developed by the researcher using GitHub Incôs 

(2008) background information ï contained in the simulator and used to design, configure 

and implement a basic network topology that utilises the quintessential networking building 

blocks (router, links and switch, among others) that only support a small subset of 

commands that typically exists in Linux and Cisco routers (Linkletter, 2016). The researcher 

postulated that this would suffice for the purpose of the research as, besides being open-

source, the simulator allowed for the provision of a platform with the necessary scaffolding 

that could be utilised and customised by the researcher to simulate a routing mechanism for 

autonomous vehicles. 

  

Figure 1.3: Basic components and function of Psimulator
1
 

(Source: Researcher) 

                                                

1
Psimulator, Psimulator2, and the Psimulator franchise are all the same concept. The researcher designed a modified 

Psimulator (prototype). 
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The simulator comprises two components ï a front-end and back-end. The front-end 

component is a graphical user interface (GUI) that allows users to design network topologies 

and view the transmission status of packets using simple animation. The back-end is a 

network that runs the emulator and is responsible for the óinner workingsô of the simulated 

environment, and which runs in parallel with the front-end. The user first needs to finalise a 

design that enables communication to be established with other nodes or components in the 

design via the back-end emulator. An emulator replicates the simulated real-life situation 

under demonstration (Churchman, 2017; Law & Kelton, 1991). 

The researcher downloaded the source code for the simulator, which is available online, and 

modified (or customised) this to represent a vehicle routing system using similar routing 

mechanisms and principles to that of Cisco and Linux routers. The bulk of the code 

alterations were made on the front-end component of the application where the graphical 

representations of existing network components were replaced by components resembling a 

road system.  

To create an efficient model, the researcher took into account that problems exist which 

inhibit the manufacture of detection equipment that possesses the sophisticated capabilities 

of detecting non-motorised bodies not fitted with transmitting devices, such as pedestrians 

and cyclists. Aspects of LiDAR, in conjunction with detection sensors previously proposed by 

researchers to achieve this, were revisited (Schippers & Socash, 2017) to determine whether 

these needed to be integrated into the model. To facilitate an effective routing system on 

conventional roadways, a model would have to be equipped with additional safety apparatus 

such as the use of multiple radio beacons to update on-board systems by loading accurate 

data at strategic positions; however, for the purpose of this research, such requirements 

were to be retained at a minimum. Moreover, the application of how artificial intelligence (AI) 

featured within the system also needed to be demonstrated.  

The researcher endeavoured to address any criticisms and security intrusions probable in 

the wireless transmission which also needed to be accommodated and engaged with in the 

model. A Programme Evaluation Review Technique (PERT) analysis, i.e., a graphical 

illustration of the projectôs schedule, aided in determining tasks to complete the model within 

a certain timeframe.  

The steps depicted in Figure 1.4 were pursued in the process of designing the conceptual 

model of the simulator. 
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Figure 1.4: Drill down on proposed simulation process 

1.9 Validity and reliability of data 

According to Botswick and Kyte (1981:120-121), high reliability does not ascribe validity to 

results, but no results can be valid without reliability.  

1.9.1 Validity 

Validation and verification are crucial in developing a computer simulation model, particularly 

when it involves the safety of humans. Results obtained needed to remain constant for each 

execution.  
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A base model was developed and calibrated to show the area of study. The calibrated model 

was verified to confirm that the simulated output operated as close to the expected real 

system as possible once inputs were entered. 

Validating a model as a final step compares results with historical data from the literature. In 

this instance, the prototypical research had limited access to historical data with which to 

compare results. Results, however, were to comply with what was expected to happen, 

based on what was known from the historical data by means of a protocol. This meant that 

validation of the model to establish credibility was vested in the modelôs ability to replicate 

precisely what the researcher proposed.  

 

Figure 1.5: Conceptual and operational validation and verification in simulation 
 (Source:  Ulgen et al., 2014:11) 

Figure 1.5 shows the relationship between the conceptual validation, operational validation, 

and verification in simulation. During this phase, the researcher applied building software 

techniques. A suitable approach to validation in this research was through construct validity, 

which uses data from a variety of sources and applies it to what is being measured and to 

ñhow and why it operates the way it doesò (Botswick & Kyte, 1981:112). This infers that 

insight into the construct is important and that relationships between this and other 

constructs suggested by a theory or model needed to be identified (Delport, 2007).  

1.9.2 Reliability of data 

In quantitative research, reliability refers to whether a measurement procedure is stable or 

consistent. This means that a measuring instrument would produce consistent statistical 

results when applied, unless there is alteration in the variable being measured (Monette, 
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Sullivan & De Jong, 2002). The reliability and trust people put in computer simulations 

depends on the validity of the simulation model. This is an indication that a distinct theoretical 

definition for the construct needed to be developed.  

Simulation models can be used as a tool to verify engineering theories, but they are only 

valid if calibrated properly. Furthermore, there are inherent reliability qualities of packet 

switching, such as guaranteed data integrity via the 3-way handshake. In addition, when a 

unit fails, other units remain unaffected and the system adjusts itself to continue unabated 

(Cisco, 2011). The model was to be checked to ensure that it functioned adequately, as 

intended. 

1.10 Delimitations 

The study focused specifically on the routing aspect of autonomous vehicles, and factors that 

could enhance this facet were included in the spectrum of IoT. The researcher recognised 

the importance of other constituents of autonomous vehicle engineering in the form of radar 

technology gyroscopes, which are employed in AVs for detection and identification purposes, 

and power plant, but did not delve in-depth into these features. The following were excluded, 

as they were not required for the specific area under study:  

¶ Physical construction of components 

¶ Resources of energy to power the real-life system 

¶ Finance and procurement processes 

1.11 Ethics 

Ethical considerations in this research engaged both the topic under study as well as the 

conduct of the researcher. Legislation governing the use of our roads does not include 

autonomous algorithm-encoded vehicles where the legal implications could well confront 

ethical implications in the event of an accident (Mathews, 2020). How would the legal 

implications correspond with ethical approval in the autonomous decision-making 

characteristics of autonomous vehicles? Vehicles may need to be programmed to obey traffic 

law and to practice independent lawful decisions in unforeseen situations, without 

compromising safety. According to a 2016 survey undertaken by the American Automobile 

Association, only 20% of Americans would trust an autonomous vehicle to transport them 

(Hsu, 2016).  

In promoting well-being and minimising harm, car manufacturers are faced with a moral 

dilemma in certain situations. Should an AV end up killing a single adult passenger to swerve 

from hitting a group of children? Creating moral machines with universal ethical principles 

poses problems when the AV is confronted with a life-threatening situation and is 

programmed to respond to a set of principles. Consensus may be important for convincing 
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people to accept AV driven vehicles together with specific programmed ethical principles, 

even though ethical preferences vary amongst cultures. Awad et al. (2018) found in their 

research strong preferences for sparing humans over animals, sparing more lives than that 

of perhaps a single person in a certain scenario, and sparing young lives. The authors opine 

that the three preferences make it at least possible to consider creating an important 

foundation for machine ethics by policymakers (Awad et al., 2018).  

Permission to conduct this research was obtained from the Ethics Committee of the Faculty 

of Applied and Computer Sciences at the Vaal University of Technology. Research 

institutions and corporate bodies considered during the course of this research were not 

expected to be problematical in imparting information or to call for anonymity as they were 

overtly available to be accessed online or via the Universityôs jurisdiction to scholastic and 

other materials. A situation did not arise at any time that necessitated measures of anonymity 

during the course of the research and the researcher had no need to obtain authorisation to 

gain access to relevant resources. Authorisation is the rights given to an individual to access 

a user or a program to conduct certain actions on a computer or system (Yu & Tsai, 2011; 

Regan, 2013; Zacker, 2014). Accuracy of reporting data remained foremost, and the 

researcher has recognised contributions of others to this research at all times through 

detailed referencing (Neuman, 2000).  

1.12 Contribution of the research 

Numerous research efforts have been conducted on a similar topic to the topic of this study, 

most of which specifically outlined dependency on various satellite navigation techniques 

with an emphasis on their significance in the all-round functionality of vehicles (Huang, Su & 

Yan, 2017; Eckelmann et al., 2017). These efforts point to a knowledge gap in a 

communication facet of the system that involves real-time and ubiquitous interconnectivity 

among vehicles by omitting the dependency on satellite navigational aids as a primary 

component for ascertaining the routing data of each unit. 

Research studies contributed significantly to ótheory and practiceô by providing avenues to 

understand methodology and innovation (Hofstee, 2009; Jansen, 2012), and were accessed 

by the researcher in the process of data collection. Presented with the limited empirical 

research investigating the concept of packet switching as a routing mechanism for 

autonomous vehicles, this study proposed the consideration of an alternative routing 

mechanism to reduce the number of sensors needed  and total dependency on the GPS 

satellite navigational aid as a primary component of interconnectivity between vehicles. 

The researcher, therefore, aimed to contribute to the prevailing knowledge, and to pave the 

way for further research by suggesting a novel, alternative method to resolve the real-world 
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problem of a progressively challenging traffic congestion issue, thus benefitting the 

automotive industry, organisations, academia and society. 

1.13 Chapter outline 

The research was sanctioned by the Faculty of Applied and Computer Sciences at the Vaal 

University of Technology to commence and the researcher proceeded to develop the model 

to ensure completion within the period set aside for this study. The content of each chapter is 

summarised in Table 1.1.  

Table 1.1: Outline of chapters 

Chapter 1: 

Introduction 

In Chapter 1, the researcher explains the rationale and motive for the 

research. A brief introduction to the background to autonomous vehicles 

and the packet switching concept is provided. The problem statement, 

research questions, research objectives, research design, delineations, 

overview of the methodology and ethical considerations are dealt with. 

Chapter 2:  

Literature Review 

In the literature review, the researcher presents an overview of the 

workings of packet switching, describing challenges and various security 

technologies that would affect incorporating packet switching as a routing 

instrument into the design of autonomous vehicles. 

Chapter 3:   

Research 

Methodology 

In the chapter dealing with the research methodology, the researcher 

describes artefacts required for the successful design of the model, with a 

conceptual bearing on real-life implementation of the concept as a routing 

mechanism. Challenges such as security are also addressed. 

Chapter 4:   

Simulation and Data 

Analysis 

In the simulation and data analysis chapter, the researcher demonstrates 

model simulation and presents an analytical and systematic discussion of 

the various components, as well as and how software was adapted to 

develop the new algorithm.  

Chapter 5: 

Model Interpretation 

An overview of the mechanics of the model is presented by the researcher 

in this chapter, clarifying the virtual system of routing AVs (virtual aspect) 

with the real-life implementation.  

Chapter 6:  

Findings, 

Recommendations 

and Conclusion 

In this concluding chapter, the researcher addresses the research 

objectives and subsequent findings, discusses the limitations of the 

research and the merits of a newly constructed prototype, suggesting 

future research possibilities. 

 

1.14 Summary 

Background and justification for this research were provided in this chapter, together with a 

summary of the design and methodology employed. Delimitations, ethical concerns and 

contributions of the research to the existing body of knowledge are also deliberated.  

In the next chapter (Chapter 2), the researcher will offer insights into the literature available 

dealing with packet switching and autonomous vehicle research, highlighting advancements 

in routing mechanisms and vehicular networks that converge within the omnipresent 

influence of IoT.  
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2. CHAPTER 2: LITERATURE REVIEW 

2.1 Background 

The notion of autonomous vehicles stems from as early as 1925 in New York where a 

vehicle was equipped with a transmitting antenna and operated by a second vehicle (Google 

News Archive, 1926). Later, in 1937, General Motors added electromagnetic fields 

embedded in the roadway to a similar vehicle (OôToole, 2009), yet efforts to develop and 

implement a fully automated, functioning system of automated vehicles has been slow. This 

is primarily due to a number of complexities and variables that must be considered when 

coalescing such a system into contemporary roads and guideways. The first major 

breakthrough in the advent of a commercialised, legitimate vehicle that offered a certain level 

of automation, thereby enabling occasional driver intervention while in transit for on-road 

vehicles, only took form in 2013. This prompted four levels of driving automation determined 

by the Germany Federal Highway Research Institute and adopted by the US Department of 

Transportationôs National Highway Traffic Safety Administration (NHTSA, 2013; Marinik et 

al., 2014). In 2014, the Society of Automotive Engineers International (SAEI, 2018) released 

six levels of autonomous vehicles, which was updated in 2016 and again adopted by the US 

Department of Transportation. A Level 5 (L5) autonomous vehicle encompasses full self-

driving automation that performs all safety-critical driving functions and monitors all roadway 

conditions at any speed and in all weather conditions. The driver provides destination input 

and need not occupy the vehicle as control rests solely with the automated vehicle system. 

L6 is an automated driving system that monitors the entire driving environment. 

The automotive industry is a critical component of the world economy, employing millions of 

workers across manufacturers, suppliers and dealers, with mobility becoming increasingly 

expensive and inefficient. The running costs of owning a vehicle, the costs of roadway 

construction and maintenance, and the cost of the average person spending 260 hours lost 

time in the driverôs seat, all amount to astronomical costs. In urban areas, 40% of fuel is used 

in looking for parking, and in some US cities parking lots cover over a third of the land area 

(AAAFTS, 2018). Reports compiled from data sourced from 180 countries by the Global 

Status Report on Road Safety (WHO, 2018) revealed that the global traffic accident death 

rate averaged 1.35 million people annually, while the main cause of death for the age group 

5-29 years was as a result of traffic injuries. The National Highway Traffic Safety 

Administration (NHTSA) administrator, Mark Rosakind, reported that human error and 

negative human behaviour, such as drunken driving and drowsiness, were responsible for 

94% of accidents. The Road Traffic Management Corporation (RTMC) reported in 2016 that 

South Africa recorded the highest road fatalities in Africa, with figures depicted in Figure 2.1, 

which, according to 2019 statistics, was a record still upheld (Ngquakamba, 2019). While 

other fatality and accident data on the Internet may be more recent, the researcher 
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deliberately chose the illustrated official figures. The motive for this took into account that 

later figures released do not reflect the historic normal scenario given the disruption of travel 

restrictions in an effort to prevent the spread of the Covid-19 pandemic enforced from March  

2020 (Wiysonge, 2020). With relevance to this research, the automation of vehicles is 

intended to reduce traffic congestion, free up the hours spent by motorists on the road and 

increase work performance, with consequent economic benefits and a better quality of life.  

 

Figure 2.1: Graphical representation of South African road fatalities 2008 to 2017 

(Source: Automobile Association, 2018) 

A considerable number of studies have been conducted on aspects of vehicle automation, 

but most focus on the automation of components used by traditional vehicles and carry with 

them expensive and cumbersome equipment, which usually require a direct line of sight to 

nearby satellites. Developments have however emerged in the wake of full automation, the 

most prominent of which are designs by Teslaôs Motors and Googleôs self-driving car 

(Simonite, 2016). These prototypes each host a number of interconnecting components, 

ensuring reliable operability of their respective vehicles. The vehicles operate using similar 

principles and both are currently being tested on public roads, presenting numerous 

challenges, the foremost challenge being the presence of humans and their behaviour, which 

impetrates the need for sound predictability within each vehicleôs immediate area. To solve 

this problem, a computer programme was conceived using a technique known as ómachine 

learningô. Machine learning (ML) is the process of recording and analysing real-time data by 

way of digital imagery. The computer recollects this data, based on certain actions and 

scenarios that are encountered, and acts accordingly, identifying certain trends by applying 
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complex algorithms that can be used to better interpret a vehicleôs surroundings and improve 

its capacity for predictability (Hurwitz & Kirsch, 2018). 

The above prototypes are considered reliable to a large degree; however, they still present 

several drawbacks. Drawbacks include an immense expense due to the calibre of 

engineering required, as well as the computer requirements and the on-board navigational 

equipment, particularly the LiDAR system in use (Schippers & Socash, 2017). Of further 

concern is the security of the system from attack by hackers. Such attacks could involve a 

driverôs personal information being intercepted by hackers, or infiltration of a more serious 

nature, with devastating consequences. In addition, on-board systems have a strong reliance 

on satellite navigation, which can be problematic when operating in various weather 

conditions. The inability of sensors to navigate in extreme weather is one of the biggest 

obstacles to the development of self-driving technology at present, as sensors have been 

known to become completely inactive in snow blizzards, in heavy rainfall conditions and in 

dust storms (Berg, 2018). An additional reliability factor also evident with GPSs is that they 

are subject to occasional error and may for example direct vehicles through a road block 

(Hanley, 2016).  

Departments of Transportation (DoTs) in the individual states of the USA and elsewhere 

have shown little interest to invest in any form of roadway infrastructure adaptation to modify 

road facilities in order to support automated vehicles by providing the road environment with, 

for example, sensors along segregated lanes (Marinik et al., 2014; Wahl, 2013). This was 

evident even though the NHTSAôs Associate Administrator for Vehicle Safety in the United 

States determined in a 2012 report that there was an urgent need to develop autonomous 

vehicles. A survey by the NHTSA administration determined that driving demographics had 

changed over the years as attitudes towards driving had changed, as demonstrated in Figure 

2.2.  

Younger generations are more console and smartphone conscious than the baby boomer 

generation born between 1946 and 1965, whose greatest goal was obtaining a drivers 

licence on their eighteenth (or sixteenth in some countries) birthday. This was also evident in 

statistics involving fatalities due to mobile phone distractions, including texting behind the 

wheel (CAR, 2014). Taking the aforementioned into account, autonomous vehicles are 

destined to become a reality to increase safety and enhance mobility to those who are 

unable to drive (Google, 2014). Despite this, among the issues that Google has had to 

consider is how to counter negative public perception of autonomous vehicles. The transition 

of transferring full autonomy from the driver to the vehicle is expected to impact dramatically 

on peopleôs lives (CAR, 2014). 
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¶ Population untapped due to below driving age 

¶ A percentage of older adults are driving impaired. Autonomous vehicles will provide added mobility 

¶ A percentage of baby boomers will enter older adultsô category when autonomous vehicles enter market 

Figure 2.2: Demographic breakdown by the Centre for Automotive Research 

(Source: CAR, 2014) 

The reality exists that certain human behaviours cannot be changed and security loopholes 

present in any technical system will be found, with the possibility that autonomous cars can 

be hacked, which is another problem that Google must confront. With one of the best cyber-

security teams in the software industry, Google has already tapped into their own automated 

systems, having accessed through the entertainment systems (Greenemeier, 2016). 

According to Greenemeier (2016), it may be difficult to intercept communication signals from 

both the downlink and uplink of a satellite, as the frequency, modulation and method of 

encryption would have to be known; yet, it is still possible to achieve this. 

Traffic congestion and routing in the virtual environment of packet switching has received 

consideration by some researchers including the author (Wahl, 2013), but little research has 

been conducted on the routing of autonomous vehicles within a real-life transport network. 

For the literature review, the researcher investigated how research has developed to 

overcome some of the above concerns with the aim of improving reliability of autonomous 

vehicles by means of various routing mechanisms. Careful consideration was given to 

literature that focuses on computer network transmission routing protocols in the form of 

packet switching as a means of routing autonomous vehicles within a decentralised system 

that is economically sustainable. A routing protocol is a path selection procedure that 

suggests how networks communicate amongst each other by disseminating information that 

enables them to choose routes along which traffic can be sent, via routing algorithms 

between two nodes on a network (CCNA, 2018).  
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Mechanisms that enhance the execution of the above, such as Artificial Intelligence (AI), 

machine learning (ML), and the communication technologies within Intelligent Transportation 

Systems (ITS) aligned to the Internet of Things (IoT) are also discussed in this chapter to 

give the reader clarity on each of these aspects. 

2.2 Technologies encompassing packet switching 

Packet switching is a network communications system invented by Paul Baran in the 1960s. 

It is a mode of data transference that consists of networking equipment such as a medium, 

routers, switches and nodes (end users), which collectively distribute data to predetermined 

receiving nodes (Curtis & Taylor, 2004). A packet is considered a simple communication unit 

that can be transmitted across one or several digital networks simultaneously. To enable the 

virtual packets of data to be conveyed through a multi-tasking access medium (cable), they 

are broken up into tiny similar structures that queue up to be distributed and then reconstruct 

themselves on reaching their target node destinations (Sanders, 2007). A binary algorithm 

converted into bits using routers and switches ensures reliable delivery of individual packets 

(Cioara, Minutella & Stevenson, 2008). 

A packet-switched network is therefore an interconnected system transmitting multiple data 

requests over a medium and connected by routers. A router is a switch that separates 

broadcast domains and can transmit packets across different types of data link layer 

networks such as the Internet. IP routing is the process of sending packets from one host on 

a network to a host on another network. The router analyses each incoming data packetôs 

nominated network address, compares it to a selection of network addresses stored in the 

routing table or routing information base (RIB) and forwarding information base (FIB) to 

identify the outbound port for delivery. The procedure ensures that optimal ports are selected 

for a packet on its path to the destination, with the most common strategy being to use the 

shortest path to the metric, depending on the configured protocol. Networks have inherent 

sizes, so routers receive fragmented packets in the form of bits to fit within data frames, 

which reassemble again once they arrive at their respective destinations (Cioara, Minutella & 

Stevenson, 2008). 

Data frames are allotted a source and destination media access control (MAC) address, 

which is a unique address hard-coded into every network interface card (NIC), which uses an 

address resolution protocol (ARP) to find the MAC addresses of other devices (Sanders, 

2007). Switches, by definition, are networking devices that will route data frames (not 

packets) to their relevant destination MAC addresses, and which will issue ARP requests to 

obtain MAC addresses from connected devices and, subsequently, build a routing table 

comprising MAC address ï port number mapping. Metadata informs each router/switch en 

route to the destination and a router momentarily stores a packet, prior to forwarding, in order 
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to read its information. To avoid this holdup, performance is enhanced using multilayer 

switching techniques, with various tasks allocated in each layer, as shown by two network 

models in Table 2.1. The OSI protocol consists of seven layers, while the more refined 

transmission control protocol (TCP), designed for Internet use, utilises only four layers. 

Routers drop or eliminate packets in an overflow situation or if a packetôs network address 

does not correspond with the one in the routing table; but end systems run by TCP, which is 

connection-orientated, will determine that packets have been lost (Cioara, Minutella & 

Stevenson, 2008).  

Table 2.1: Comparative hierarchical functions of seven-layer Open Systems Interconnection (OSI) model 
and four-layer Transmission Control Protocol model (Cioara, Minutella & Stevenson, 2008) 

OSI MODEL TCP MODEL 

Application Layer 7  

Means to access network resources 

Application Layer 4 

Where all higher protocols, such as SMTP, 
HTTP, SSH, TFTP operate 

Processes are addressed via ports that 
represent services 

Presentation Layer 6  

Encodes and decodes data into readable 
material according to protocol 

Session Layer 5 

Establishes, manages and terminates 
connection among communicating devices 

Transport Layer 4  

Provides reliable transport services to lower 
layers 

Transport Layer 3 

Establishes connection and reliable data 
transmission; main protocols UDP & TCP 

Network Layer 3  

Routes data via routers between physical 
networks; handles packet segmentation 

Internet Layer 2 

Routes IP datagrams containing source and 
destination address 

Datalink Layer 2 

Means of transporting data across physical 
network; identifies physical devices such as 
bridges and switches that operate at this level 

Network Access Layer 1 

Medium through which data are sent through 
network including means of how bits are 
transmitted, such as optical fibre or copper wire 

Physical Layer 1  

Medium through which data are transferred  

 

A connection-orientated layer is a virtual network circuit or switching function between sender 

and receiver that allows packets to flow, with routers forwarding packets along the best path 

to the destination. This means the transport layer can only request a transmission once the 

network has been informed to set up a connection. Packets can be forwarded independently 

of other packets in a connectionless protocol model, as shown in Figure 2.3. An example of 

this is IP or user datagram protocol (UDP) that does not require the establishment of a 

network to begin transmission, and which is less reliable than a connection-oriented protocol. 

Packets arrive randomly without following the same route so connection can be faster 

although traffic congestion is high (Dias, 2015; Sheldon, 2001). 
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TCP is a connection-oriented protocol, depicted in Figure 2.4, where the recipient confirms 

receipt of the transmission and the sender keeps track. The connection is maintained and, 

therefore, this protocol is suitable for long and steady communication. Packets travel in 

sequence and follow the same route. There is an initial delay in transfer of information until 

connection is established, allowing for faster delivery. Reliable transfer of data are ensured 

using a óhandshakeô process where a connection agreement packet is sent from the sending 

node to the receiving node, which accepts the request to connect and relays a packet back 

to the sending node to determine the rules of the agreement. A final acknowledging packet is 

sent to the receiving node and a connection is opened to allow tagged packets to be 

transferred in sequence for analysis by the receiving end-device, which, in turn, issues a 

response packet requesting another data packet to be sent in sequence (Cisco, 2011). 

 

Figure 2.3: Datagram connectionless packet switching 
(Source: Dias, 2015:17) 

 

Figure 2.4: Virtual circuit connection-oriented packet switching 
(Source: Dias, 2015:21) 
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Packet collisions do occasionally occur in packet switched networks, which means that 

packets must be resent. This disrupts network efficiency, necessitating modifications in order 

to safeguard vehicles from collision. Collision and broadcast domains are separated by 

routers with switching and routing abilities that can restrict access to specific incoming and 

outgoing traffic, allowing port access to specific packets, as shown in Figure 2.5. These 

routers and switches function in the network layer (Layer 3) of the OSI model and Internet 

layer (Layer 2) of the TCP model respectively, and can distribute data to remote networks. 

They are also suitable for wide area network (WAN) connectivity used in vast 

communications networks (Cioara, Minutella & Stevenson, 2008:748). 

 

Figure 2.5: Ports on hub or switch in the same broadcast domain and ports on router 

(Source: Cioara, Minutella & Stevenson, 2008:748) 

Routers do not retain information to enable tracking of packet delivery or detect errors; they 

operate routing protocols and, using processors, they collect, store and assemble information 

about routes in the network, calculate routes and construct routing tables. This information is 

all stored in random access memory (RAM) to allow the protocol that runs in the router to 

perform route selection when forwarding packets. RAM is the main memory in a computer 

used to temporary store information to allow for fast access. Examples of routing procedures 

or protocols are routing information protocol (RIP), open shortest path first (OSPF), and 

enhanced interior gateway routing protocol (EIGRP). Interior gateway protocols (IGP) such 

as OSPF or intermediate system-intermediate system (IS-IS) are used to exchange routing 

information between routers within an autonomous system (AS), whereas exterior gateway 

protocols (EGP) such as border gateway protocol (BGP) are used to communicate routing 

information between autonomous systems (Cisco, 2011). 
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The routing protocol allows routers to screen packet information and discard any packet that 

does not match a series of network addresses. A datagram networkôs routing table contains 

a destination address + next hop information, whereas a virtual circuit (VC) contains 

incoming VCI + outgoing VCI + out-going port #. A router identifies the path a packet should 

follow by assessing the content on a routing table as follows: 

¶ Prefix length is represented by the number of binary bits in the on position  

¶ Administrative distance is the preferred shortest path to a destination chosen as each 

routing protocol receives routing information and updates   

¶ Metrics is the unit of measure employed by the protocol to calculate the best path 

(Edgeworth, Foss & Rios, 2015) 

Vital components of routers are buffers, which are memory regions that temporarily retain 

packets until they are processed. A buffer is needed when a routerôs capacity to process 

incoming packets is reached and the number of incoming packets exceeds the number of 

outgoing packets (section 4.4). Each crossing point, or interface, consists of input and output 

buffers. Buffers need to be large enough to hold network traffic so that it does not flood into 

the router faster than the traffic can be processed by the router. Limited numbers of buffers 

also mean that they are soon filled and incoming packets will be dropped. Dropped packets 

need to be retransmitted, affecting network performance as congestion worsens. 

Alternatively, too many buffers can cause serious delays, so buffers and queues should be 

effectively manipulated to ensure smooth and fast delivery. Current multiport routers use 

application-specific integrated circuits (ASICs), a Layer 3 switch that can forward up to 50 

million packets per second. In order to build scalable networks, a router-based 

interconnecting network is required. Figure 2.6 illustrates the route determined in a virtual 

circuit connection, where switches contain tables that operate forwarding to various 

numbered virtual circuit identifiers (VCIs). Figure 2.7 shows the associated routing table for 

Figure 2.6. The diagram shows three connections:  

 1. Solid line: A    1    3    6    B with local VCIs 1, 2, 7, 8 

 2. Dotted line: Aé1é3é4é5éD with local VCIs 5, 3, 4, 5, 2 

 3. Dashed line: C --- 2--- 4--- 3--- 6    B with local VCIs 6, 3, 2, 1, 5 

Local VCIs in favour of global VCIs are used, as they are more readily available and have 

more connections.  

                Link 1ð3 is shared by connection 1 and 2  

          Link 3ð4 is shared by connection 2 and 3 
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Figure 2.6: Virtual circuit packet network 

(Source: Dias, 2015:56) 

 

Figure 2.7: Routing table for virtual-circuit packet switching network 
(Source: Dias, 2015:57) 

2.2.1 Packet switching mechanisms used by routers 

While routing is the procedure of choosing a path to navigate traffic, such as network packets 

in a network or across multiple networks, packet switching mechanisms are techniques used 

to forward packets and include the following: 

2.2.1.1 Process switching/software switching 

Process switching/software switching is per packet-based and can route traffic across 

parallel paths to a destination. This approach to switching is the slowest forwarding 

mechanism and packets do not arrive in sequence due to latency in the routing process, and 

therefore, system performance is reduced. 
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Figure 2.8 shows how the IP-input process obtains the next-hop routerôs IP address, 

outgoing interface and MAC address from the ARP table and the RIB. The next destination 

MAC address of the packet is overwritten with the next-hop routerôs MAC address. The 

source MAC address is also overwritten with the MAC address of the outgoing Layer 3 

interface. The IP time-to-live (TTL) field is decremented, the IP header is recalculated, and 

the packet is conveyed to the next-hop router. The ARP table contains information obtained 

from the ARP protocol used by IP hosts to learn the MAC addresses of other IP hosts on the 

subnet dynamically. RIB is created from data obtained from the dynamic routing protocol, 

static routes and directly connected routes (Edgeworth, Foss & Rios, 2015). 

 

Figure 2.8: Process switching flow 
(Source: Edgeworth, Foss & Rios, 2015: Chapter 3) 

2.2.1.2 Interrupt context switching 

Interrupt context switching maintains a cache, which stores the first packetôs information and 

bypasses the processor to complete the task of forwarding the packets that match that 

packet to their destination. This saves on unnecessary processing time and is, therefore, 

faster than process switching. Interrupt switching describes various switching methods, 

namely: i) fast switching; ii) optimum switching; and iii) Cisco Express Forwarding 

(CEF). Figure 2.9 illustrates this concept as follows:  

¶ The interface processor detects a packet and forwards it to the input/output memory  

¶ A receive interrupt is generated by the interface processor, while the central 

processor determines the packet type (IP) and starts to switch the packet 

¶ The processor searches the route cache for the destination, output interface, next 

hop and conversion of MAC address, before applying the information  
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Figure 2.9: Interrupt context switching 
(Source: Edgeworth, Foss & Rios, 2015: Chapter 4) 

i) Fast switching stores information on how to reach a destination in a fast-switching 

cache once a packet has been forwarded. This allows subsequent packets heading in 

the same direction to re-use the next stop information from the cache. The MAC 

address is written in a binary tree format to record and retrieve information. Figure 2.10 

shows a binary tree structure starting at root 0 with the next lower branch containing 0 

and a 1 above. Each branch affixes 0 or 1, depending on the previous levelôs value. 

Fast switching has depreciated in newer internetwork operating system (IOS) releases. 

 

Figure 2.10: Structure of a binary tree format 

(Source: Stringfield, White & McKee, 2007:71) 
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ii) Optimum switching ï similar to fast switching, optimum switching differs from the tree 

structure by using a multiway format, as depicted in Figure 2.11, to record and retrieve 

information in the route cache, and its prospective size is limitless.  

 

Figure 2.11: Optimum switching multiway tree 
(Stringfield, White & McKee, 2007:72) 

iii) Cisco Express Forwarding (CEF) ï optimises the router to enable faster forwarding 

of more packets via the Forwarding Information Base (FIB) and Adjacency Information 

Base (AIB). The FIB consists of pre-calculated reverse lookups, next hop information 

for routes, the interface, and Layer 2 (L2) information. They are used by both software-

based and hardware-based routers and perform similar functions (Stringfield, White & 

McKee, 2007:71). 

a) The Software CEF/Forwarding Information Base, constructed directly from the 

routing table, contains next-hop IP addresses for each destination. Topology or 

routing changes are reflected in the FIB and used by the CEF to make switching 

decisions. The AIB contains MAC addresses and outgoing interfaces of all directly 

connected next hops. It also contains data from the ARP table and L2 protocol 

tables (Edgeworth, Foss & Rios, 2015). Figure 2.12 illustrates how a packet is 

switched by the CEF through a router once the CEF table has been built from the 

routing table and ARP table. An IP packet with a valid FIB and adjacency entry 

will have the router overwrite the destination MAC address with the next-hop 

routerôs MAC address. The source MAC address will be overwritten with the MAC 

address of the outgoing Layer 3 interface, the IP TTL field is decremented, the IP 

header is recalculated and the packet is delivered to the next-hop router. 
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b) The Hardware CEF may allow for a higher packet rate but is an expensive 

process to construct and can be limiting, as they are set to perform specific tasks. 

Software CEF in hardware-based platforms is used to programme the hardware 

CEF and not for packet switching as in software-based platforms.  

 

Figure 2.12: CEF switching flow 

(Source: Edgeworth, Foss & Rios, 2015: Chapter 3)    

2.2.1.3 Network load balancing 

Load balancing is a technique used to dispense the workload over multiple paths or multiple 

processors in order to reduce congestion in the network. Load balancing algorithms 

described are weighted balance, priority, overflow, persistence and least used lowest 

latency. 

Primary and alternative paths are present in a network and when it becomes congested, the 

secondary path is used. Figure 2.13 illustrates the basic load-balancing algorithm showing 

how the network balances the load on the primary and secondary paths. 

P1 and P2 represent Path 1 and Path 2, respectively. S is the source node and D is the 

destination node. The total number of routers between source and destination is R. The 

number of routers in path1 and path2 are assumed to be R1 and R2 respectively. N is the 

total number of packets at the source at time T0. 
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R = (ɫ Ὑρ ɫ Ὑς 

Z = N/R 

If P1 hops (S, D) > P2 hops (S, D) 

Then P1 sends (Z* ɫ R2) no. of packets 

Alternatively: 

If P2 hops (S, D) > P1 hops (S, D) 

Then P2 sends (Z* ɫ R1) no. of packets 

Otherwise: 

Both P1 and P2 send N/2 no. of packets 

Suppose source S has 90 packets at time T0, and then it will send 60 packets from path 2 

and 30 packets from path1. 

Then according to the above formula: If p1 hops > p2 hops to S, D 

Then P1 sends (Z* ɫ R2) number of packets 

So 90/6*4 = 60 through p1 and therefore 30 will go through path 2 

 

Figure 2.13: Algorithm and relative figure for load balancing approach 

(Source: Devikar, Patil & Chandraprakash, 2016:425) 

Dijikstra algorithms used for source to destination shortest path selection may be inefficient 

in the presence of long delays and may be unable to solve the end-to-end delay-partitioning 

problem. This might call for an alternative routing algorithm to be considered. 

2.2.2 Router operating stages 

In order to comprehend the concept of routing in its entirety, a brief description of the 

operating stages of routing are described below: 

i) Control plane consists of the dynamic routing protocols, the RIB and updates. It is the 

brain of the router responsible for maintaining and exchanging protocol information.  

ii) Data plane is responsible for the switching process of packets through the router.  

iii) Management plane is utilised to manage a device through its connection to the 

network (Edgeworth, Foss & Rios, 2015). 
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The layered architecture exists in IOS XR, which is an internetwork operating system train of 

the various Cisco systems employed, considered more reliable than the massive IOSs, 

where failure in one area can cause the entire system to become inoperative. Figure 2.14 

depicts the three operating planes. The processes remain independent from each other in 

IOS XR, where failure of one does not interfere with other processes and, therefore, creates 

a more reliable model.  

 

Figure 2.14: System services 
(Source: Edgeworth, Foss & Rios, 2015: Chapter 4)   

2.2.3 Routing mechanisms 

For reliable and effective communication to take place between nodes within a network, a 

routing protocol is required. In order for the router to populate its routing table, a combination 

of the following basic routing methods is used:  

¶ Directly connected interface from the router interface to other networks or subnets, 

configured to be recognised by the routers so that traffic is forwarded without 

assistance from routing protocols (Osterloh, 2001) 

¶ Static routing ï network routes that have been manually entered into the routerôs 

route table, defining the IP address of the next hop router when forwarding traffic to 

the destination. This route does not adjust to changes in the network because of its 

static nature and, should the interface become unavailable or fail, so does the route 

to the destination become unavailable or fails (Osterloh, 2001)  

¶ Default routing ï static routes that are used to allocate a route to an unknown 

destination and do not have to be configured on a router because the router will be 

familiar with the route to the destination by consulting its route table. Default routing, 

however, provides end hosts with a means to exit their local subnet and routers as a 

last resort if no other route exists in the route table  
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¶ Dynamic routing discovers routes automatically on a network and adjusts to network 

topologies. If a router attachment fails or becomes congested, the protocol within the 

router informs other routers of the change and initiates a routing algorithm to 

recalculate the network routes and to update the routing tables, saving on time and 

expenditure (Osterloh, 2001). Dynamic routing dominates most systems, including 

the Internet; and examples of protocols and algorithms include RIP, OSPF and 

EIGRP 

A disadvantage of dynamic routing is that the central power unit (CPU) and memory are 

increased on a router, as it has to process routing information and calculate its routing table.  

2.2.4 Routing protocols 

Several types of protocols have been developed, including distance vector routing and link 

state routing, which is favoured for large internetworks (Geeks for Geeks, 2018).  

2.2.4.1 Distance vector routing 

Distance vector routing is a protocol based on distance in terms of number of hops, which is 

the route metric to reach the network and a vector, which is the direction or interface to reach 

the network. An example of a distance vector routing protocol is RIP, which uses a hop 

count, and EIGRP, which utilises bandwidth. Once each router receives information on 

available routes, the Bellman-Ford algorithm is used to calculate routes utilising the shortest 

paths from a single source vertex to all other vertices in a weighted digraph. As an extension 

to vector routing protocols, some grid environments use ad hoc on-demand vector (AODV) 

and destination-sequencing distance vector (DSDV), which will not be expanded on in this 

chapter (Cioara, Minutella & Stevenson, 2008).  

i) Routing Information Protocol (RIP) 

RIP is used in small networks, as it is simple to configure and maintain, unlike the more 

complicated advanced features of routing protocols, such as OSPF or EIGRP. The protocol 

consists of version 1 and version 2, and both use hop count as a metric. Version 1 uses only 

broadcast for updates while RIP version 2 can advertise subnet masks and uses multicast to 

send routing updates. Multicast refers to the same communication being disseminated to a 

group of nodes. The entire routing table is sent by RIPv2 every half a minute, using 

considerable bandwidth (Cioara, Minutella & Stevenson, 2008). 

In Figure 2.15, router R1 directly connects to the subnet, its RIP advertises the route and 

updates are sent by R1 to R2 and to R3. The subnet, subnet mask and metric are then listed 

for this route and are received by each router, so that the update can be added to their 

routing tables. The network consists of one hop applying a metric of 1. 
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It is interesting to note that distance vector protocols are prone to routing loops, prompting 

the introduction of features to prevent this occurrence. 

 

Figure 2.15: Demonstration of RIP functioning 

(Source: Cioara, Minutella & Stevenson, 2008:232) 

ii) Enhanced Interior Gateway Routing Protocol (EIGRP) 

These Cisco routers run the advanced EIGRP distance vector routing protocol and establish 

relationships with neighbours, before exchanging routing information by sending packets to 

the multicast address every few seconds.  

EIGRP calculates its metric using bandwidth, delay, reliability and load, while messages are 

sent via reliable routing protocol. Three tables store routing and topology information: 

¶ Neighbour table ï stores information on EIGRP neighbours. EIGRP neighbours are 

regarded as an autonomous system, with each router within an autonomous system 

having the same configured autonomous system number 

¶ Topology table ï stores route and interface updates, learned from neighbouring 

routers, successors and feasible successors to a destination, as well as locally 

connected subnets. A successor is the best route to take to a destination, while a 

feasible successor is the alternative path should the successor route in the routing 

table fail 

¶ Routing table ï stores only the best routes (successors) from the topology table 

(Cioara, Minutella & Stevenson, 2008) 

Advertised distance (AD), also referred to as reported distance (RD) is the metric advertised 

by a neighbouring router for a specific route. Feasible distance (FD), listed in the routing 

table, is the metric of the best route to reach a destination. When a route is chosen as a 

feasible successor, a neighbourôs AD for the route must be less than the successorôs FD 

(Cisco, 2011). In Figure 2.16, EIGRP routers R2 and R3, both connected to the subnet, 

advertise their respective distances to R1, which receives the updates and establishes the 
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best route. R2 is stored as the best metric (20) in the R1ôs routing table. The advertised 

distance of the R3 route (15) is found to be less than R1ôs feasible distance of 20 and router 

R1 stores that route in the topology table as a feasible successor route. The R3 route can be 

used instantly if the primary R2 route fails. Some multiple network layer protocols supported 

by EIGRP are IPv4, IPv6, IPX, and AppleTalk with EIGRP authentication, ensuring 

prevention from attack.  

 

Figure 2.16: Network topology of successor route and feasible 

(Source: Cioara, Minutella & Stevenson, 2008:233) 

2.2.4.2 Link State Routing Protocol 

Link state routing provides faster convergence and a way to build a topological database in 

order to ensure the accuracy of inter-connecting routes. It is, therefore, more appropriate for 

large networks, like the Internet. Each router maintains a link state packet (LSP) that records 

the state of its neighboursô link information. A map of the entire network can be constructed 

when a router receives LSPs from other routers and the shortest paths to desired 

destinations are computed.  

Link-state routing can be more difficult to configure, as it requires more router CPU and 

memory. The Dijkstra algorithm, which is merely the shortest path between nodes, is applied 

to calculate these routes to develop a routing table. Similar to EIGRP, each router running a 

link-state routing protocol creates three different tables: 

¶ Neighbour table ï which stores information on neighbouring routers running the same 

link-state routing protocol 

¶ Topology table ï which stores the topology of the entire network 

¶ Routing table ï which stores the best routes 

Shortest Path First algorithm is used to calculate the best route of which OSPF is an 

example that utilises the cost metric (Cisco, 2011). 



 

49 

  

i) Open Shortest Path First (OSPF) 

Unlike EIGRP, the link-state protocol OSPF can run on most routers, uses specific multicast 

addresses for routing updates and only interface cost as the metric, and uses the concept of 

areas. Areas are a group of immediate routers and networks, which have tables with the 

same topology and are unfamiliar with routers in other areas. The OSPF protocol converges 

swiftly, supporting many features such as variable length subnet mask (VLSM), manual route 

summary, incremental updates and equal cost load balancing. Before routing takes place, a 

neighbourly relationship is established because neighbours do not exchange routing tables in 

a link-state routing protocol; instead, they exchange information on the network topology. 

OSPF algorithms are calculated by each router to determine the best routes and are added 

to the routing table. Routing loops are rare, as each router is familiar with the entire network 

topology. The three tables of the OSPF router store the following (Cisco, 2011): 

¶ Neighbour table ï which stores information on OSPF neighbours 

¶ Topology table ï which stores topology of the entire network 

¶ Routing table ï which stores the best routes     

In Figure 2.17, for example, each area in the OSPF network is connected to the backbone 

area (area 0), and each router inside an area has the same area ID in order to become 

OSPF neighbours. Router 3 is an area border router (ABR) as it has interfaces in more than 

one area (area 0 and area 1) with routers R4 and R5 inside area 1. Router 6 is an 

autonomous system border router (ASBR) as it connects the OSPF network to a different 

routing network, the EIGRP network. Should R1ôs subnet fail, it then sends the update to R2 

and R3 as routing updates are localised in a specific area (Cioara, Minutella & Stevenson, 

2008).  

 

Figure 2.17: OSPF area function 

(Cioara, Minutella & Stevenson, 2008:248) 
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ii) Link State Advertisements (LSA), Link-State Requests (LSR) and Link-State 

Updates (LSU) 

Link state advertisements (LSAs) used by routers contain routing and topology data on a 

specific area of the OSPF network. This information is exchanged with neighbours. Should 

two neighbours decide to exchange routes, they send each other a list of all LSAs in their 

respective topology database. Each router then checks its topology database and sends a 

link state request (LSR) message requesting all LSAs that are not featured in their respective 

topology tables. The routers will then respond with the link state updates (LSU) that contain 

all requested LSAs. 

 

Figure 2.18: Link state function of OSPF 

(Source: Cioara, Minutella & Stevenson, 2008:258) 

In Figure 2.18, both routers have configured OSPF and exchange LSAs to describe their 

respective topology database. Router R1 sends an LSA header to its directly connected 

network 10.0.1.0/24. Router R2 checks its topology database and determines missing 

information about that network, and then sends an LSR message requesting more 

information. Router R1 reacts with LSU containing information about the subnet 10.0.1.0/24 

(Cioara, Minutella & Stevenson, 2008).  

2.2.4.3 Summary of differences between distance vector and link-state protocols 

The differences between distance vector and link-state protocols are best summarised in 

Table 2.2. 

Table 2.2: Summary of differences between distance vector and link state protocols 

(Source: Cisco, 2011) 
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2.2.4.4 Internet Protocol Version 6 (IPv6) 

IPv6 is the latest IP protocol version developed to overcome the imperfections of IP4, 

particularly regarding address overload. This protocol is located on the network layer (Layer 

3) of the International Organisation of Standardisation/Open Systems Interconnection 

(ISO/OSI) model and allows additional information to be attached to IP packets by extension 

headers (Krishnan et al., 2012). Similar to IPv4, IPv6 supports routing protocols that allow 

the change of information between connected networks that are both internal (RIP, EIGRP) 

and external (BGP), distance vector (hop count) or link state (cost metric). Additional features 

of IPv6 include enhanced security and stateless address configuration, which means that 

devices operating in this protocol can configure themselves automatically with an IPv6 

address. The three types of IPv6 addresses used are as follows: 

¶ Unicast, which is a single interface where packets are delivered to a single interface 

¶ Anycast identifies several interfaces; Anycast addresses are used for load balancing  

¶ Multicast, which is a group of dynamic hosts where packets sent to an address are 

delivered to several interfaces (Deering & Hinden, 1998) 

2.2.4.5 5G communications 

Fifth-generation (5G) technology for mobile communication was deployed in 2020 for the first 

time and predicted to achieve data transfer rates 100 times higher than 4G does, with a 

carrying capacity 1000 times greater than 4G (Andrews et al., 2014). Considering the large 

number of connected devices, security has been taken into account in the design of 5G as a 

multi-service platform, and 5G is expected to perform as an efficient and reliable 

communication technology that delivers ultra-low latencies and ultra-high reliability. 

Furthermore, 5G mobile technology will allow for direct device-to-device (D2D) 

communication, thus discarding any network intermediary device or base station, and has 

been shown to improve the multi-casting performance (Liang et al., 2017). This means that a 

hop gain is acquired by sidestepping a base station, reducing latency that may occur with 

V2V applications. MAC layer control in 5G can be centralised, allowing for guaranteed 

channel access, and is allocated access to spectrum in several bands in order to support 

various applications and requirements, including vehicular applications.  

2.3 Evolution of Artificial Intelligence (AI) and the Internet of Things (IoT) 

AI is able to cope with AV bid data but certain conditions such as traffic, pedestrians, 

experiences and routing require data to be accumulated through IoT networks such as: i) 

LAN, where OSI is employed and configuration includes the routing mechanism of packet 

switching; ii) WAN, which connects to vast networks; iii) WSN, which is the sensor network 

connecting the virtual and physical world; and iv) PAN, the personal area network which is a 

computer network for interconnecting electronic devices centred around the individual. This 

information requires software and network connectivity with substances such as embedded 
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electronic devices, sensors, roadside infrastructure, buildings and vehicles to collect and 

share information, and AI needs assistance in uniting the mined data (Khayyam, 2020). 

At present, no processor is able to outperform the human brain. The spiking neural network 

architecture (Spinnaker) supercomputer built by the University of Manchesterôs School of 

Computer Science can complete 200 million actions per second, which is only a small 

percentage of what the human brain can accomplish (Kenny, 2018). It is the power of the 

computer which is the human brain that has inspired researchers to understand its complex 

ómechanismsô and to endeavour determining its computing ability, with the purpose of 

replicating a machine using similar principles, and so improve the quality of life for humans 

(Kenny, 2018).  

2.3.1 Artificial Intelligence (AI) 

The term óartificial intelligenceô, coined by John McCarthy in 1956, refers to machines that 

can perform tasks similar to human acumen. Based on the workings of the human brain, 

artificial intelligence is an endeavour to develop a machine able to emulate such behaviour 

and even improve on the performance of complex human tasks that include planning, 

recognition of objects, sounds, learning, understanding language and problem solving 

(McClelland & Feigenbaum, 2017). 

The British mathematician, logician, and founder of computer science, Alan Turing (1912-

1954), first introduced the quantitative mathematical terms applied to simulation model 

algorithms in the 1940s. Credited with developing the first computer, the óTuring Machineô, he 

advanced the ideas of algorithms, computation and the óTuring Testô in artificial or machine 

intelligence. Turing invented one of the key ideas behind the theory of computing in 1936 and 

anticipated that a machine would carry and remember its own instructions, as well as the 

data it was using, but he did not get the opportunity to demonstrate this. During the Second 

World War, Turning worked on the top-secret Colossus machines, where he was responsible 

for breaking the code used in the German cipher machines through an analysis of the logical 

structure generated by electro-mechanical rotor-coding machines: Enigma and Lorenz. It is 

believed that his actions were instrumental in considerably shortening the duration of the war 

(Flood & Wilson, 2012:334). Turing posed the question: ñCan machines think?ò In his 1950 

paper, published in the journal Mind, which focused on the meaning of thought and human 

behaviour (Turing 1950:433-460), Turing postulated that a machine able to display the same 

intelligence as that of a human is, in fact, as intelligent as a human. This has brought to the 

fore whether imitation is sufficient to accept that a machine can think. Furthermore, 

conscious thought is displayed through behaviour, and if this is indistinguishable between 

human and computer, then one cannot be referred to as ñthinkingò and the other as ñnon-

thinkingò (Turing 1950:433-460). In contrast to Turingôs hypothesis, Kurt Gºdel (1906-1978), 
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the Czech mathematician, developed Gºdelôs theorem, describing the human mind as 

capable of working out truths that cannot be decided by any formal or mechanical procedure. 

This was later also seconded by the famous British physicist and mathematician, Roger 

Penrose. Artificial intelligence programs, however complex, were therefore merely seen as 

machines with formal finite systems in terms of Gºdelôs Theorem (Stokes, 2012). 

Turing agreed with Gödel and Penrose that although there were limitations to the power of a 

machine that uses a formal language, Gºdelôs Theorem assumes, without substantiation, 

that human intellect does not suffer from the same kind of limitation (Stokes, 2012). The 

question, however, remains: ñIs a computer that imitates the behaviour of a thinking human 

really thinking?ò This has led to a massive and ongoing commissioning of research in the 

field of artificial intelligence and its applications, of which this investigation into autonomous 

vehicles is no exception for, although artificial intelligence was not the focus of the research, 

its inextricable and pervasive influence persists.  

Of such is the magnitude of Turinôs premise that in 1990, Hugh Loebner introduced the 

Loebner Prize, which awards up to $100 000 and a gold medal to anyone creating a 

computer able to pass an extended Turing Test that includes textual, visual and auditory 

components which could baffle judges in determining the difference between computer and 

human (OCF, 2021). The prize will dissolve once awarded. During the course of the 

competition, the question emerged on whether physical and intellectual separation is 

desirable in evolving AI systems. According to opponents of the Turin Test, contestants aim 

to show that computers can fool people rather than being a holistic simulation of human 

intelligence. Some objections raised refer to (OCF, 2021): 

i) Data processing objection, which states that data are viewed bit-by-bit in sequence 

whereas humans view data holistically. Turin regarded this as immaterial.  

ii) Arguments from consciousness are perceived as a lack of feelings, thoughts and 

emotions, so it cannot equal a human. According to Turin, two entities can 

persuasively argue that the other cannot think. 

iii) Mechanical objection merely follows instructions for manipulation but lacks 

comprehension. Turin stated that one should look at the functional aspect and exploit 

its capabilities as one would a person.  

As much as Turin cannot prove that a machine can think, neither can his opponents prove 

the contrary ï Turing did not set out to prove in any way that a computer is human (OCF, 

2021).   
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2.3.2 Machine learning (ML) 

Arthur Samuel (1901-1990) introduced the term ómachine learningô (ML) in 1959 and defined 

it as ñthe ability of a machine to learn without being explicitly programmedò (McCarthy & 

Feigenbaum, 1990:10). The majority of existing areas of knowledge consist of data from 

which we want to obtain the largest amount of useful information. Archiving some of this 

domain-specific data allows us to extract and analyse the data, and from which we can learn; 

therefore, the core purpose of ML to achieve AI. The two main sources of inspiration behind 

the various ML methods have emerged from statistical mathematics and biology, such as 

genetic algorithms based on natural evolution and deep learning, inspired by the way that 

neurons in the brain learn. Rosenblatt (1958) developed a mathematical system to simulate 

the basic operating principle of biological neurons and named it the óperceptronô (Hush & 

Horne, 1993). Using the perceptron entailed inputs, weights and processing components that 

altogether progressed to nonlinearity, namely the sigmoid function, which is a mathematical 

function with a characteristic S-shaped curve. Linear functions are commonly used as output 

nodes (Neser, 2006). 

ώ  ὼύ  

ό Ὢώ 

ώ = output of element processed 

ὼ= the ὯÔÈ input   

ύ = corresponding weight to ὯÔÈ input 

ὲ= number of inputs to perceptron 

Figure 2.21 illustrates the above equation, showing neural networks connected in parallel to 

form layers, which are also linked to each other. To create a network, the outputs of a layer 

of neurons are joined with the inputs of another layer of neurons. 

 

Figure 2.19: Perceptron (neuron) 
 (Source: Neser, 2006:38) 
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The multi-layer perceptron (MLP) consists of perceptrons that form a static network by being 

connected front-to-back, and can be used to make complex decisions as well as approximate 

a continuous function. The arrangement allows for a back-propagation-learning algorithm 

that attempts to keep the errors between output and input to a minimum (Neser, 2006). 

In a more recent study, Guergiuev, Lillicrap and Richards (2017) developed an algorithm also 

based on neurons in the neocortex of the human brain, which are responsible for higher 

order thinking. They considered that inputs at the roots of the neurons differed from those of 

branches at the top of the tree of each neuron, prompting the researchers to build a model 

able to receive signals in segregated compartments. By modelling the structure of a neuron, 

they achieved deep learning, as these sections allowed simulated neurons to collaborate in 

the different layers. 

To obtain AI without the use of ML, the construction requires zillions of intricate codes with 

rules and decision trees, and a myriad of specific instructions. ML is a method by which an 

algorithm fed with large amounts of data can learn, through ótrainingô, how to regulate itself 

and improve in order to perform tasks similar in aptitude to those performed by humans. For 

example, a portrait-drawing robot designed in London that understands what it sees by 

making use of the software simulation of neurons, used in the context of the human brainôs 

visual cortex where information is processed from our vision, produces sketches that cannot 

be discerned from those drawn by a human (McClelland & Feigenbaum, 2017). 

Through the structure of ML by way of algorithms and approaches, much can be learned 

from data with the intention of predicting values or the future, based on what is already 

known. ML programs gain experience, learn from this experience, and apply it to produce 

accurate results (Kohavin & Provost, 1998). This contrasts with conventional problem-solving 

methods using predefined algorithms that gradually lead to a result. ML tasks are classified 

into two categories: 

¶ Supervised learning ï A computer is provided with inputs and is taught (and expected 

to learn) to map the inputs into desired outputs 

¶ Unsupervised learning ï No labels are given to the learning algorithm and it has to 

determine its own structure in order to determine an outcome (Bishop, 2013) 

With relevance to this research, the latest generation of vehicles are capable of recognising 

images that they perceive as obstructions. They can park themselves, drive on highways and 

perform emergency braking. Furthermore, by studying our driving habits, the machines can 

adjust how they respond to us. Data processed through AI using ML algorithms allow 

behavioural patters to be formed for driver profiles by recalling driver behaviour and 

analysing driving history and the road situation. Taking this a step further, computer scientist 
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Haitham Baomer at University College London has developed an intelligent autopilot system 

able to cope in adverse weather conditions and emergencies (Baomar & Bentley, 2016). AI 

learns from observing (visual imagery) human pilots in minute detail to learn to cope with, 

and apply, the necessary skills to new situations. Similar to the multi-tasking processes of the 

human brain, AI uses all parts of its brain simultaneously to solve problems.  

An approach to ML, referred to as ódeep learningô, was inspired by the interconnection of 

neurons in the structure and function of the brain. An artificial neural network (ANN) ï 

algorithms that mimic the human brain ï is used, with numerous neural nodes arranged in 

tiers, and with each one solving a specific part of a task simultaneously. Instead of raw or 

unprocessed input, successive tiers receive outputs from previous tiers. Multiple layers 

acquire depth instead of using a single layer or tier. Nodes have their own store of 

knowledge constructed from their original programming rules and, in addition, from the 

knowledge that they have acquired through experience. The underlying goal is the 

recognition of unspecified items that the network has learnt to identify by itself (McClelland & 

Feigenbaum, 2017). While ML focuses on predictions based on what is already known from 

data training, data are extracted from previously unknown properties for analysis by means 

of data mining, which is the process of discovering patterns in large data sets (OôBrien & 

Marakas, 2011). Miniscule computer chips, more powerful sensors and enhanced 

manufacturing techniques have driven the converging technological advancement of the 

Internet of Things (IoT).  

2.3.2.1 Light Detection and Ranging (LiDAR) 

To enable autonomous driving in Level 3 vehicles and upwards, three types of sensor 

systems are required, shown in Figure 2.22, namely camera, radar and LiDAR systems, as 

several of each type of sensor operate at various locations on the vehicle (Roedolf & 

Voelzke, 2017).   

LiDAR is one of four types of sensors used for AVs that feed information to the integrated AI 

controlled platforms which allows 3-D map construction and classification of the surroundings 

(Rablau, 2019). The 3-D sensing technologies include: 

¶ Cameras for passive and visual sensing to collect 360 degree data from the local 

environment and for lane departure warning 

¶ Radar for the detection, localisation and tracking of objects by means of radio waves, 

blind spot monitoring, and lane change assist; also for long-range detection of objects 

at high speed and short-range for park assist and rear-end collision warning 

¶ Ultrasonic sensor substitutes with short-range radar 
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¶ LiDAR with good angular and linear resolution which uses long-range for detection, 

localisation and identification of objects from 200m onwards, and  short-range LiDAR 

only detects and identifies the presence of objects (Rablau, 2019). 

 

Figure 2.20: Different sensors used in an autonomous vehicle 

(Source: Roedolf & Voelzke, 2017) 

As a LiDAR system consists of lasers, optic scanners, a photodetector and a navigation 

positioning system designed to provide accurate three-dimensional information of the 

surroundings, it  is a major component of the Google and Tesla autonomous car concept.  

 

In addition to the transmitter, LiDAR requires a highly sensitive receiver. Current radar 

systems use a frequency rate of 24 GHz, or the preferred 77 GHz, as it is more accurate for 

distance and speed measurements. A higher frequency rate provides a more precise angular 

resolution, requiring a smaller antenna size and is subject to fewer interference problems. 

Methods are presently being developed through ML for the development of camera systems 

that use algorithms to detect traffic signs and signals automatically, as well as non-motorised 

objects such as pedestrians, cyclists or horse-drawn carts, since they demonstrate 

differences in physical appearance to motorised objects. These, obstacles, in addition to 

travelling speed, complicate the variables that must be taken into consideration. 

Furthermore, since pedestrians and other non-motorised objects are not fitted with devices 

that transmit their positions, matters become more complicated (Schippers & Socash, 2017).  

A LiDAR photo detector arrangement of 64 individual infrared lasers emits light beams that it 

projects towards the surroundings, which enables the measurement of the distances of the 

vehicle from stationary and moving objects. This principle is shown in Figure 2.23.  
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Figure 2.21: Principle of LiDAR distance measurement 

(Source: www.monash.edu) 

Measurement of distances is done by calculating the average time it takes for light to reach 

the object and return to the sensor. The data are arranged in a three-dimensional array that, 

when the LiDAR scanner rotates, designed to do so at 300 revolutions per minute, a map of 

its surroundings is created that can serve as a data model for intelligent ML. The system 

does not function effectively in poor weather conditions, even with current booster detection 

systems employed to enhance its óvisibilityô. By integrating the ML and computer vision 

algorithms, the detection system could ólearnô to identify non-motorised objects, as well as 

any future data it becomes exposed to, allowing the vehicle to adapt to its environment and 

increasing the efficiency of the system (Schippers & Socash, 2017). This provides further 

evidence of collaborating systems in the technological evolution of IoT.  

A óDigital Motorway Testbedô launched by Audi introduced new technologies and in 

cooperation with the German Federal Ministry of Transport (Pawsey, 2017), Audi and the 

Ministry are concentrating their efforts on the development of piloted and autonomous 

aspects of driving. The test site comprises sections of the A9 motorway between Nuremberg 

East and Munich North. These sections of the motorway are equipped with transmitters and 

sensors that connect vehicles with their surroundings as well as with other vehicles. 

Research projects are currently being implemented to test communication technologies and 

to test the structural measures such as materials used for marker posts and guardrails, in 

order to improve the reflection of radar waves from a greater distance and in adverse 

weather. Standardisation introduced by IoT to wireless sensing will revolutionise other areas 




















































































































































































































































