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ANNEXURE A KPI TREES 

 

 
 

Figure A1: KPI Tree index 
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Figure A2: Global KPI tree 
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Figure A3: KPI history 
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Figure A4: PHD KPI tree 
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Figure A5: PlantScape KPI tree 
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Figure A6: FSC KPI tree 
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Figure A7: AMS KPI tree 
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Figure A8: AlertManager KPI tree 
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Figure A9: LoopScout KPI tree 
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ANNEXURE B DVC6000 VALVE SIGNATURE 
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Figure B1: DVC6000 valve signature 
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ANNEXURE C ASSET MAINTENANCE BLUEPRINT 

 

 
Figure C1: Asset maintenance blueprint 
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ANNEXURE D MAINTENANCE PROCEDURE 

 

 

PHD Maintenance Procedure 
 
 
Introduction 
 
This document provides the system administrator with a standard work procedure to 
determine whether PHD is functioning correctly on the local machine where PHD is installed. 

 
Purpose 
 
This document is to be used as a quick reference.  It defines the various maintenance tasks 
that need to be performed on a Historian PHD system.  This procedure will set a standard on 
the tasks to be executed for preventative maintenance on all Historian PHD systems. 

 

Scope 
 

This document is intended for the use of the Honeywell support personnel, both locally at the 
SASOL site as well as where offsite work is to be performed, it can also be distributed to 
offsite customers where Honeywell support personnel delivered services as part of ongoing 
support. 

 

System maintenance Procedure 

PHDMAN command window 

 

 Log on to the PHD server locally or with a remote access tool.  

 Open a command window and type “phdman” to open the PHD Management 
console. 

 To change from the current window back to the phdman prompt you need to press 
‘ctrl c’ on the keyboard or open a new window and type in “phdman”. 

 Type in “mon sys”.  A window will open with all the RDI’s that are configured on 
PHD for that specified server. 

 The RDI’s must be in an active, active state for the state and interface heading.  
The rdistate must change between scan and idle mode, an indication that the 
interface is working correctly.  In the same window in the top left corner the system 
state must be active. In the top right hand corner is the store process.  Process 
state must be active and data store must be enabled if history needs to be stored in 
the archives. 
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   Figure 1  Real-time Data Interface 
 

In a PHD Management console window type in “mon sec” you can find information in this 
window: 
 

 When PHD was last restarted. 

 Tags currently defined in the system. 

 Pool used. 

 If the pool used is 100%, the tag no is all used and PHD will not work correctly  

  No new tags will be built into the PHD. 
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Figure 2  Sections 

Reports 

In a PHD Management console window type in: “rep sum”.  A system summary will be 
given of the system state. 

 

 Number of collecting tags. 

 Total range errors. 

 Data confidence. 
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    Figure 3  System Summary 

 

In a PHD Management console window type in: “rep con xxx c:\Logs.txt” 

 

 A window will open with the tags with the lowest confidence. 

 The xxx specify the number of worst confidence tags to return. 

 Export the data to text file using the optional last parameter to specify the path. 

 

 

Figure 4  Statistical Report 
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Archives 

 

In a PHD Management console window type in: “sho a” 

 

 A list of the archives including the current archive will be listed. 

 

 

Figure 5  Archive Report 

More Help 

If more information is needed, the “help” command can be typed in the PHD window and a 
list of topics will be given. 

Server maintenance procedure 

PHD is installed under the following tree: 

<Install path> uniformance \ phdserver.   

 

The log files and archive files may be on the same drive but most of the time it is on a 
separate drive. 
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Figure 6  Uniformance Dir 

Hard Drive 

The hard drive must be checked for space availability.  If the drive is full, PHD will not save 
the tags information and data can be corrupted. 

 

 

Figure 7  Hard Drive Availability 

Log Files 

The log files must be checked for size.  A good indication can be obtained from them e.g. 
what is wrong with a RDI that is not collecting data and tags that are not working.  A new 
event log file can be created by typing in “create logfile” in the phdman window.  If a log file 
of a RDI needs to be deleted, the RDI should be stopped before the log will be deleted.    
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Figure 8  Log Files 

Archives 

The archives also need to be checked.  They are set to a specific size and if there are 
problems with them, they will grow in size. 

 

Steps to create a new archive 

 

 In a PHD Management console window type “sho arc” (this will show the archive 
that is currently active and the other archives available). 

 Set store: enable 0. 

 Disconnect scanxxx. 

 Create arc scanxx. 

 Connect scanxxx scan active. 

 Set store: enable 1. 
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Figure 9  Archives 

  

This maintenance must be done on a weekly basis using the procedure and if problems are 
detected that can not be resolved, please contact the Honeywell support group at the contact 
numbers that you have been given. 


