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Abstract 

With a rapid growth of internet technologies, many companies have transformed from the old 

traditional ways of recruiting employees to electronic recruitment (e-recruitment). E-recruiting 

channels achieved a solid advantage for both employers and job applicants by dropping 

advertising cost, applying cost as well as hiring time. Job recommender systems aim to help in 

people – job matching. In this research, a proposed mobile job employment recommender 

system is a client – server application that uses content – based filtering algorithm to enable 

the initial selection of a suitable leisure job seeker to a temporary job at a particular place and 

vice versa. A prototype of a mobile job recommendation application was developed to evaluate 

the algorithm. The evaluation matrix used to assess the prototype are precision, recall and the 

F-measure. The precision value was found to be 0.994, the recall value was 0.975 and the F1- 

score was 0.984. The experimental results of the proposed algorithm show the effectiveness of 

the system to recommend suitable candidates for jobs at a specified area. The recommender 

system was able to achieve its main aim of enabling the initial selection of suitable temporary 

job seekers to a temporary job at a particular place and vice versa. Thus, the results of the 

proposed algorithm are satisfactory. 
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CHAPTER 1:  SCOPE OF THE RESEARCH 

1.1 INTRODUCTION 

In recent decades, recommender systems have attracted a great deal of attention. Users of 

recommender systems can take advantage of the search functionality to discover items needed, 

given the prospect of interacting with a catalogue of millions of items on e-commerce websites, 

or a system can be used to recommend items that might be relevant to the user. Recommender 

systems are abused to recommend novels, movies, music videos and millions of different types 

of products from various e-commerce firms and vendors. 

Taking advantage of various user features and user history of interactions with items, 

recommender systems can use a variety of recommendation techniques to provide relevant 

items to the user. A recommender system frequently retrains and corrects its model, rather than 

utilize static weights to merge recommender strategies. A recommender system, for instance, 

may require a compromise between the context and nature of the recommendation list. 

Suggesting products for which high importance is calculated by the system can seem like a 

secure way to ensure solid income. Adomavicius and Kwon (2012) indicate that 

recommendations often require expansion to give the user more chance to discover interesting 

items beyond the filter bubble while retaining a reasonable degree of accuracy. This gives 

flexibility to recommender systems to change trends as well as the ability to deliver customized 

results for each user. 

Recommendation algorithms are also utilized to expand the functionality of mobile systems as 

well as assisting to work by means of information overwhelming through providing 

personalized predictions. The predictions can lead to numerous decision -making procedures, 

like the kind of product to purchase, the kind of book to read or the kind of restaurant to eat at. 

To determine whether the recommender system is successful, the following must be taken into 

consideration: filtering technique, system design, and user interface. Recommender systems 

are not limited to only providing accurate suggestions of items, but also to increase knowledge 

about the users’ preferences and improve user satisfaction (Ricci et al., 2011). Recently, user 

experience is becoming very vital in online recommender systems (Konstan and Riedl, 2012) 

even though most researchers put a lot of attention in expanding the systems’ accuracy. 

However, traditional recommender systems are not fully suitable in a mobile environment.  

Mobile computing is exceptional in its location-aware ability (Stafford and Gillenson, 2003). 

Mobile technology adds a relevant but mostly unfamiliar piece of data which is the user’s 
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physical location to the recommendation problem. Personalized recommendations in mobile 

computing provide the chance and task to take physical location into account. 

With the wide spread of internet, job employment recommendation has also played a vital part 

on the online recruiting website and has attracted a lot of research attention. Online 

employment recommender systems differ from traditional recommender systems in that online 

employment recommender systems match a similar type of users, for instance a job seeker, to 

another type of users, for instance employers, while traditional recommender systems suggest 

objects to users. The intention of recruiting recommendation systems is to suggest a number of 

available jobs to a job-seeker according to their profiles or to suggest a number of job-seekers 

to an employer in accordance to the job description. 

This research paper analyses the implementation of a mobile proximity recommender system 

to help in predicting the most suitable candidate for a temporary job employment based on the 

similarity between the candidates’ resumes and the job descriptions and also finding the 

proximity of recommended resume profiles to the area where the temporary job will be done. 

Content based recommendation algorithm that uses vector space model is proposed to predict 

the similarity between text documents resumes and job descriptions and google maps will be 

used to calculate the distance of recommended job seekers to the area where the job will be 

done. 

1.2 PROBLEM STATEMENT 

Tracking applicants and capturing data through information systems have been the main focus 

of information technology in human resource (HR) departments in the past years. The 

technology supported internal workflow and interchanging of information between the HR 

departments and several other departments within an organization (Al-Otaibi and Ykhief, 

2012). Rapid growth of technology has reformed ways in which organizations conduct their 

recruiting processes. Recently, organizations post job advertisements on their online platforms 

and candidates apply for jobs by creating their profiles on the organization’s online platforms. 

A large number of resumes are received by organizations after advertising a job. Therefore, a 

large number of online CVs and job descriptions are on the increase. 

The main challenge is of recommender systems to filter temporary job seekers who are most 

suitable for a particular temporary job position and at the same time filter the temporary job 

position that is relevant to a particular temporary job seeker. This problem becomes even bigger 

when the recommender system has to recommend a mobile Leisure Temporary Job Seeker 
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(LTJS); these may be tourists, truck drivers and travelers, for a job position at a particular place 

using an added characteristic of proximity to the place of work at a specific time. 

1.3 RESEARCH QUESTIONS 

 How can suitable temporary job seekers be matched to a particular job at a given place 

and vice versa? 

 How can a mobile temporary job recommender system that determines the proximity 

of the temporary job seekers and the temporary job employer at a particular place be 

developed?  

 How can the effectiveness and efficiency of the mobile proximity job recommender 

system be measured? 

1.4 AIM AND OBJECTIVES 

1.4.1 Aim 

The aim of this research was to enable the initial selection of suitable temporary job seekers to 

a temporary job at a particular place and vice versa. 

In this study, the research anticipates the task of temporary job identifying recommendation 

based on the job description, user profile and the physical location, proximity of the job 

applicant and the area where the job will be done. 

1.4.2 Objectives 

In order to reach the main objectives, the following are the research objectives: 

 To match suitable temporary job seekers to a particular job at a given place and vice 

versa. 

 To develop a prototype of a temporary mobile proximity job employment 

recommender system that determines the proximity of the temporary job seeker and 

temporary job employer at a particular place. 

 To measure the effectiveness and efficiency of the temporary mobile proximity job 

recommender system prototype. 

1.5 RESEARCH DESIGN  

This study followed a qualitative research approach and the proposed research design was 

literature exploration and an experiment.   The datasets of resumes and job description text 
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documents were obtained from Kaggle website. These text documents were then preprocessed 

using java to remove noise for information retrieval process.  The preprocessed text documents 

were then used in experiments to produce recommendations for suitable jobs. Google maps 

was also utilized to find the proximity of suitable job seekers to the area where the job will be 

done. 

1.6 CHAPTER SUMMARY 

This chapter was aimed to describe the overview of the of the proposed mobile proximity job 

employment recommender system. First, a brief introduction of the recommender system was 

described. Then the problem statement was presented. Research questions were then derived 

as to discover a solution to the problem. The aim and objectives of this research are also 

demonstrated. Lastly, the research design in was explained. 

1.7 THESIS LAYOUT 

 Chapter 2, Reviews literature on recommender systems including mobile recommender 

systems, job recommender systems and also the evaluations of recommender systems. 

 Chapter 3, methodology followed in this study and algorithms proposed are discussed. 

 Chapter 4, presented the implementation and results of the system prototype obtained 

in this study. 

 Chapter 5, evaluations of experimental results were done.  

 Chapter 6, Conclusion and Future Work are discussed. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 INTRODUCTION 

This chapter presents the literature review to acknowledge existing theories and hypothesis in 

the field of recommender systems. Literature review gives a wide-range summary on the topic 

through previous researches (Mustafa et al., 2017). The literature review in this research study 

focuses on developing broader arguments and ideas on a mobile proximity job employment 

recommender system. It serves as the foundation and support structure to the topic. 

2.2 BACKGROUND OF RECOMMENDER SYSTEMS 

In the beginning, the recommender systems did not create a separate research area and their 

origins can be drawn back to the cognitive science, information retrieval, forecasting theories, 

approximation theory and management sciences (Adomavicius et al., 2005). However, the 

growth of the internet and the rise of e-commerce solutions caused the development of the 

online recommender systems and since the mid-1990s they have become an important research 

domain (Adomavicius et al., 2005). The reason for that was the opportunity to share the opinion 

among a vast number of people who use the internet. 

The first known project in the recommendation area was the GroupLens (Rield et al., 2006). 

The roots of that project can be traced back to the year 1992 when the major objective of the 

system was to discover computerized collaborative filtering. Thereafter, Usenet news applied 

collaborative technique to filter information (Montaner et al., 2003). One of the first application 

to provide a computerized music recommendation was the Ringo Agent (Shardanand,1994), 

which became available in July 1994. In that application, musical ratings were given to the 

user, based on their user profile, which changed over time (Shardanand and Maes,1995). The 

profile allows recommendations to be created by using social filtering methods. This method 

can be viewed as an automation the word of mouth recommendation. Firefly's system was the 

program that used the Ringo system. Yahoo also signed up to use it, and further improved this 

technology (Kangas, 2002). Finally, the book dealer Amazon.com launched the BookMatcher 

program, using this tool. The BookMatcher was initially used for book recommendations, but 

later the program started recommending other types of products, often using other 

recommendation methods (Kangas, 2002). 

Today recommender systems are one of the well-established artificial intelligence applications 

in modern computer science and are being used as typical software components in e-
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Commerce, m-Commerce (Sadeh, 2002), social media and tourism systems (Werthner et al., 

1999) to recommend magazine articles, books, goods, etc. The most popular ones are movies, 

music, news, books, research articles, search queries, social tags, and products in general. There 

are also recommender systems for experts, jokes, restaurants, financial services (Alexander et 

al., 2007) life insurance, and persons (online dating). 

Although RS has been investigated and developed for many years they are still in the area of 

interest for many researchers. Moreover, there are still many challenges in this area. Each of 

the existing recommender methods suffers from shortcomings. The goal of this research is to 

anticipate the task of temporary job recommendation based on the job description, user profile 

and the physical proximity of the job applicant to the area where the job will be done using 

content-based filtering. 

2.3 RECOMMENDER SYSTEMS ALGORITHMS 

The previous section discusses the background behind the use of recommender systems. In this 

section, different methods and techniques to design and implement recommender systems are 

discussed. There are several techniques for recommender systems but in this research study 

only five popular approaches are discussed: collaborative, content-based, demographic, 

knowledge based and hybrid. 

2.3.1 Collaborative filtering  

It discovers users that have similar preferences with a group of users called neighborhood and 

suggest predictions based on what the neighborhood users rated before. Thus, it is also called 

a user-to-user correlation method. A user does not necessarily get the recommendation of the 

items that he/she rated previously, but gets recommendation of items that were rated by the 

neighborhood users. The major step is calculating the similarity between users.  

Collaborative filtering (CF) recommendation algorithm can be divided into memory-based and 

model-based (Mustafa et al., 2017) as show in Figure 2.1. Memory-based CF algorithm 

generates predictions by accessing the database directly. Due to accessing the database directly, 

memory-based CF is adaptive to data changes, but requires large computational time to the 

data size. On the other side, model-based CF algorithm makes use the transaction data to create 

a model that can generate recommendation (Bobadilla et al., 2013). As for model-based CF, it 

has a constant computing time regardless of the size of data but it is not adaptive to changes. 
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Collaborative Filtering (CF)

Memory Based CF Model Based CF

Item Based User Based Matrix 
Factorization 

Markov Decision 
Process Based CF

Classification 
CF

Clustering 
CF

 

Fig 2.1 - Collaborative filtering techniques (Mustafa et al., 2017) 

2.3.2 Content-based filtering (CBF) 

The recommendation is based on suggesting items that are similar to items that the user has 

previously liked. CBF matches the content object of interest to foresee its significance based 

on the user’s profile. Pazzani (2000) emphasized that CBF algorithms generate 

recommendations by examining the description of the objects that have been previously ranked 

by the user and the description of objects to be recommended.  

Furthermore, CBF suggests objects that have alike content to ones the target user desire. When 

recommending job seekers and jobs, the personal data and their job desires will the content for 

job seekers, while job description posted by employers and background description of a 

company will be the content for jobs. The concept of CBF is choosing similar feature content 

and compering them by computing the similarity between job seeker and jobs. The expected 

results will be a list of recommended job seekers and the job positions arranged in order by the 

similarity index. In essence, the major components of CBF are feature selection and similarity 

calculation. It is important to consider the influence of common features on the prediction to 

the target user’s preferences or the precise investigation in the job recommender market. The 

selected features must be represented in a suitable arrangement, like vector space model and 

the similarity can be computed. 

In CBF, items are recommended to users based on their features. Taking a job recommendation, 

the features will include the following as shown in Table 1. 
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Table 2.1 – Job Features 

Features 

Job Seekers ID number, Gender, Qualification, Skills, 

Location 

Job Job title, job description, Salary range, 

Location 

 

If items can be represented by the same set of attributes with the known set of values associated 

to these features, then those items are said to have a structured data. When an item has a 

structured data Machine Learning algorithm can be employed to learn a user profile 

(Brusilovsky, et al., 2007). 

According to Lops, et al. (2010), items’ features are textual features from either web pages, 

emails, product descriptions or new articles. This type of data is said to be unstructured because 

there are no common features with known values. This poses a challenge in trying to learn the 

users’ profile due to ambiguity of natural language. The major problem is that the semantics of 

user interest is not captured by the tradition keyword-based profiles because the rely primarily 

on string matching operation. A match is assumed if some morphological variant or a string is 

found in both the profile and the document, which is the reason for why the document will be 

considered relevant. However, this string matching is much challenged by polysemy (the term 

or word with different meaning) and synonymy (different terms having the same meaning). 

This can result in relevant information being missed out if the profile does not use the same 

keywords in the document or different words could be matched due to polysemy resulting in 

wrong documents being deemed relevant. 

According to Lops, et al. (2010), the majority of CBF systems utilize simple retrieval models 

such as vector space model (VSM) or keyword matching model (KMM) with Term Frequency-

Inverse Document Frequency (TF-IDF) weighting. VSM represents text documents spatially. 

The model represents each document by a vector in an n-dimensional space and each term in a 

given document’s vocabulary corresponds to each dimension of the space. This can be 

illustrated formally by assuming a term weight vector to represent every document and degree 

of association between the term and document to be indicated by each weight. If D = 

{𝑑1, 𝑑2,…, 𝑑𝑛} is set to denote the documents’ set and 𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑛} is the set of words in 
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the document, tokenization, stemming or stopwords removal can be utilized to obtain T 

(Ricardo and Berthier, 1999). A vector in n-dimensional vector space represents each 

documents 𝑑𝑗 such that 𝑑𝑗 = {𝑤1𝑗, 𝑤2𝑗, … , 𝑤𝑛𝑗} and document 𝑑𝑗’s weight for term 𝑡𝑘 is 

represented by 𝑤𝑘𝑗. According to Salton (1989), the most commonly used TF-IDF is based on 

the empirical observations regarding text include the following assumptions: 

 The IDF assumption is that rare terms are as relevant as frequent terms. 

 The TF assumption is that multiple occurrences of a term in a document are as 

relevant as single occurrences. 

 Normalization assumption is that the preference between long documents and short 

documents is the same. 

This implies that, terms that occur frequently in one document but rarely in the rest of the 

corpus are likely to be more relevant to the document’s topic. The likelihood of longer 

documents having a chance to be retrieved most of the time is minimized by normalization of 

resulting weight vectors. The TF-IDF to underpin the assumption is shown in equation 1: 

                                                           𝑇𝐹 − 𝐼𝐷𝐹(𝑡𝑘, 𝑑𝑗) ∙ 𝑙𝑜𝑔
𝑁

𝑛𝑘
                                                        (1) 

where N is the number of documents in the corpus, and 𝑛𝑘 is the number of documents 

in the collection in which the term 𝑡𝑘 occurs at least once: 

                                                               𝑇𝐹(𝑡𝑘, 𝑑𝑡) =
𝑓𝑘,𝑗

𝑚𝑎𝑥𝑘𝑓𝑘,𝑗
                                                       (2) 

where the frequencies 𝑓𝑘,𝑗 of the document 𝑑𝑗’s terms 𝑡𝑘 are used to compute the 

maximum, the value of the TF can be obtained by utilizing equation 2.  

The cosine normalization is utilized to normalize the weight obtained. Equation 3 ensures that 

weight fall within [0,1] interval and also to ensure that equal length vectors represent the 

documents. 

                                                      𝑤𝑘,𝑗 = 
𝑇𝐹 − 𝐼𝐷𝐹(𝑡𝑘, 𝑑𝑗)

√∑ 𝑇𝐹 − 𝐼𝐷𝐹(𝑡𝑘, 𝑑𝑗)2|𝑇|
𝑠=1

                                             (3) 

A similarity measure utilized to compute how close a document is to the query, it can either be 

the cosine similarity measure or Pearson correlation which are discussed later on in this study. 
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Generally, content-based recommender systems that rely on VSM, items and user profile are 

represented as weighted term vector. 

2.3.2.1 Strengths of Content – Based Filtering Technique 

According to Keenan (2019), CBF technique does have a number of benefits including that of 

results tend to be highly relevant because content-based recommendations rely on 

characteristics of objects themselves, they are likely to be highly relevant to a user’s interest. 

This makes them especially valuable for organizations with massive libraries of a single type 

of content (think subscription and streaming media services). Again, recommendations are 

transparent as the process by which any recommendation is generated can be made transparent, 

which may increase users’ trust in their recommendations or allow them to tweak them. With 

collaborative filtering, the process is more of black box; the algorithm and users alike may not 

really understand why they are seeing these recommendations. In addition, users can get started 

more quickly because CBF avoids the cold – start problem that often bedevils collaborative – 

filtering techniques. While the system still needs some initial inputs from users to start making 

recommendations, the quality of those early recommendations is likely to be much higher than 

with a system that only becomes robust after millions of data points have been added and 

correlated. Moreover, new items can be recommended immediately. Related to cold-started 

problem, another issue with collaborated-filtering is that new objects added to the library will 

have few (if any) interactions, which means they won’t be recommended very often. Unlike 

collaborative filtering systems, content-based recommenders don’t require other users to 

interact with an object before if starts recommending it. Finally, CBF is technically easier to 

implement. Compared to the sophisticated math involved in building a collaborative-filtering 

system, the data science behind a content-based system is relatively straightforward. The real 

work, as we have seen is in assigning the attributes in the first place. 

2.3.2.2 Challenges faces by Content-Based Filtering Technique 

On the other hand, Tuan (2019), states that CBF has some flaws in that it has limited content 

analysis: if the content does not contain information to discriminate the items precisely, the 

recommendation will not be precise in the end. Secondly, CBF has over-specialization 

problem: content-based methods provide a limit degree of novelty, since it has to match up the 

features of profile and items. A totally perfect CBF may suggest nothing surprising. Finally, 

the new user problem: when there is not enough information to build a solid profile for a user, 

the recommendation cannot be provided correctly. 



 

11 

 

2.3.3 Demographic recommender systems 

This type of system recommends items based on the demographic profile of the user. The 

assumption is that different recommendations should be generated for different demographic 

niches. An example of demographic recommender at work could be the display of ads to users 

depending on the country they are accessing the system or the language they are speaking.  

2.3.4 Knowledge based recommender system 

Knowledge-based systems recommend items based on specific domain knowledge about how 

certain item features meet users’ needs and preferences and, ultimately, how the item is useful 

for the user. In such systems a similarity function estimates how much the user needs (problem 

description) match the recommendations (solutions of the problem). 

2.3.5 Hybrid recommender systems 

In the Hybrid Approach, all recommendation approaches that are mentioned above have 

characteristics and challenges. To get better performance and overcome challenges, these 

approaches have been combined. In general, collaborative filtering is integrated with other 

techniques in an attempt to avoid these challenges (Burke, 2002). Burke (2007) presented 

different ways to integrate collaborative filtering, content-based filtering and knowledge-based 

approaches into a hybrid recommender system. 

2.4 MOBILE RECOMMENDER SYSTEMS 

Recommender systems were initially developed for personal computers only. These days, 

mobile devices are gradually replacing personal computers in many ways and are used for 

decision making and information. Unfortunately, this task is becoming more difficult every 

time as the amount of information on the mobile devices keeps increasing. The recommender 

systems that were generated for personal computers cannot be used for the same purpose 

because of the many differences in the domain of mobile phones that would make such 

recommendations less successful. 

Some of the main differences and mobile service characteristic are:  

 User mobility: This refers to the fact that the user can access a mobile information 

system in different locations. For instance, a traveller at OR Tambo airport can use a 

mobile phone to access Airbnb application, to be recommended a room to book 
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around Johannesburg. In this example, the traveller can access the same application 

everywhere through a mobile device, that is, before or during the travel. An 

acceptable recommender system should be designed in a manner that the user 

mobility is retained and exploited by using the knowledge about the current location. 

 Device portability: This refers to the physical structure of mobile devices, i.e., limited 

screen size, limited computation power and data storage. For instance, laptops or 

smart phones, or Personal Digital Assistants (PDAs).  

 Wireless connectivity: This refers to the fact that the devices used to access the 

recommender systems are networked by means of a wireless technologies such as 

WiFi. The network is used to access some components of the recommender system 

that are not residing on the device, and without the need of any wire.  

Mobile recommender systems development has been driven but also constrained by these three 

characteristics. The system can be aware of them and adapt its recommendations to them or try 

to avoid more complicated scenarios and ignore context data. For example, the above-described 

Airbnb recommender system could exploit current time and location information of the user to 

decide on the number of recommended items and their ranking. Or even more, the user interface 

could be adapted to the device by taking the information of the device type. All of that is in 

order to improve the usability and quality of the recommender system’s service. On the other 

side it could provide static recommendations just taking explicitly stated user preferences into 

consideration.  

One of the biggest challenges of recommending on a mobile phone is a smaller screen size 

compared to traditional personal computers. The screen size of future devices is unlikely to 

improve as it is a necessity for the device’s mobility (Davidsson, 2010). The common form to 

display recommendations is via a list of ranked items in descending order, much like the results 

of a regular search. Several techniques have been proposed to solve the problem of the small 

screen when displaying search results on mobile devices, with the typical approach being to 

display a short description for each item in the result (Davidsson, 2010). A short description of 

an item is not sufficient so it is necessary to enable a way of displaying more information about 

it.  

Mobile devices also have some advantages so they are not all about limitations. For example, 

context information can significantly improve the quality of recommendations. Physical 

location and weather data can be an important and valuable source of information. This type 

of data discovers the context in which the mobile phone is used at a certain time. 
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Mobile devices are gradually increasing in popularity with prices of these devices are gradually 

decreasing, and people affording to own them (Smith and Brown, 2005).  It is clear from 

Polatidis and Geargiadis (2013) that the use of cellular phones as well as the rapid growth of 

the internet has generated an information overload problem.  However, in a mobile 

recommender system space the usage of mobile devices brings about a new spectrum and 

changes the focus of recommendations to individuals, thus making personalization a key factor 

of these mobile devices. It is evident from Woerndl et al. (2007) that in a mobile situation, 

information personalization is more imperative, for the reason that the confines of mobile 

devices regarding displays and bandwidth etc. However, it can be said that personalization is 

not a new research topic within the recommender systems theory because Amazon.com 

provides a personalized web page to each individual user (Polatidis and Geargiadis, 2013). 

Mobile recommender systems increase loyalty by taking personal information as input from 

the user and generating recommendations locally or in a distributed environment and it directs 

the predictions in a form of a recommendation to the interface that the user is using. With the 

hasty development of mobile computing technologies, various kinds of mobile applications 

gained popularity (Gavalas and Economou, 2011). As a groundbreaking technology, mobile 

computing enables the access to information anytime, anywhere, even in surroundings with 

scarce physical network connections. Amid others, the operative use of mobile technology in 

the field of mobile tourism has been actively studied. Along this  line, mobile recommender 

systems (i.e. recommender systems tailored to the needs of mobile device users) represent a 

relatively recent thread of research with numerous potential application fields (e.g., mobile 

shopping, advertising/marketing and content provisioning) (Ricci, 2011). For instance, Yang 

et al. proposed a location-aware recommender system that accommodates customers' shopping 

needs with location-dependent vendor offers and promotions (Yang et al., 2008). Yuan et al 

(2010) introduced a framework which enables the creation of tailor-made campaigns targeting 

users according to their location, needs and devices' profile. 

Due to the adoption of mobile devices, several studies have been done in the mobile 

recommender systems space.  Yang et al. (2008),  in their research “A location-aware 

recommender system for mobile shopping environments” study recommender systems that 

consider the location of the mobile user and proposes a location-aware recommender system 

that considers a user’s shopping needs with a location-dependent vendor’s offers and they had 

satisfactory results greater than 70%. However,   Dunlop et al. (2004), Setten et al. (2004) and  

Tung and Soo (2004) state that only a few recommender systems are designed for mobile users 
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and, very few existing mobile recommender systems are conversational.  Ricci and Nguyen 

(2005) illustrated a mobile recommender system called MobyRek which has been designed to 

run on a mobile phone with limited input from the user thus reducing user interaction and 

making the system proactive. Proactivity for recommender systems is a good utility. 

 

Baltrunas et al. (2012) further argue that context is crucial in mobile recommender systems. In 

their research of Context Aware Recommender Systems (CARS), they study the relationship 

between an item rating and context for example an outdoor restaurant can be rated 5 in summer 

because it is hot then be given a lower rating in winter because customers feel cold when 

visiting the restaurant. 

 

Polatidis and Georgiadis (2013) argue that granting that recommender systems are in every 

personal computer and mobile device currently, there are many factors that manipulators of 

mobile devices take into consideration and avoid their use. These factors are tightly cohesive 

to privacy. Additionally, the drift in the internet era is social networks and its offshoots that 

amount to huge sums of data being swapped daily. These data should be in recommender 

systems use to improve personalization.   

2.5 LOCATION AWARENESS RECOMMENDER SYSTEMS (LARS) 

With an increasing amount of internet usage recently, people of different or same cultures, 

professions, age groups, genders and locations connect with each other to create various kinds 

of relations like friendship, cooperative information and common interest (Marin & Wellman, 

2011). Different internet users make use of various internet facilities that are the computerized 

delineation of real-world networks. The utilization of internet facilities advances such 

administrations as well as enable the development of system by giving web users to share 

thoughts, interests, occasions, area, and exercises to fortify the connection with one another. 

The commencement of imparting areas to one another helps fortify the relationship between 

genuine systems and online interpersonal interaction administrations (Zheng et al., 2012). 

LARS is the framework where individuals share the area inserted data with one another 

(Symeonidis et al., 2014). Additionally, users in LARS share area labeled media content, for 

example, text, recordings and photographs (Zheng et al., 2012). Besides, the physical area 

includes the prompt area of a user with a timestamp just as the area history of the given user 

for a specific period. At the point when same area is shared by at least two users, the data 
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additionally incorporates the total information on the users' basic conduct, interests, and 

exercises removed from the users' area history and area labeled data (Bao et al., 2013). 

2.5.1 Facilities offered by LARS  

Existing LARS facilities can be classified into geo labeled media based, point location based, 

and trajectory-based.  

2.5.1.1 Geo Labeled Media Based  

Geo-labeled media-based administrations permit clients to include area with users’ media 

substance, for example, text, recordings and photographs that were made in the physical world 

(Majid et al., 2013). Aloof labeling happens when a user expressly makes and includes the 

content alongside the area. Geo-labeled media-based administrations permit a user to see 

different users’ content in a topographical setting by utilizing advanced guides on personal 

digital assistance (PDAs) (Chon and Cha, 2011). Well known applications that give LARS 

administrations incorporate Panoramio3, Geo Twitter1 and Flickr2. The expansion of just area 

measurements, (for example, latitude, longitude) does not really pull in users, as they are more 

intrigued by real media content (Ye et al., 2010). In this manner, the option of area data just 

goes about as an extra to advance and bind together the media substance. Ye et al. (2010) 

further showed that expansion of the area highlight does not have a lot of effect on the 

associations and connections among the users; rather it is the media content that is answerable 

for such associations and connections amongst users. 

2.5.1.2 Point Location Based  

Point location-based administrations permit users to include and share users' areas, for 

example, cafes, shopping centers, or films (Gao et al., 2015). Well-known applications that 

offer such administrations include Facebook, Instagram, Twitter and Foursquare that urge users 

to share their current area. Users of these applications are given alternatives to do a registration 

at various areas that are visited by users in their every day schedule to share encounters and 

information by issuing a feedback (Sarwat et al., 2013; Ye et al., 2010). For instance, a user 

can share their perspectives about a supper to their locale on an online social webpage while 

utilizing their PDAs. In addition, these administrations additionally monitor the user's 

geospatial registration information, (for instance, time and latitude/longitude coordinates) (Ye 

et al., 2010). In Foursquare, in the wake of checking in at various areas, the application 

identifies and focuses the user. The user that has the best number of check ins at a specific area 

has been topped as Mayor. One of the primary points of interest of such administrations that 
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permit constant area tracing of users is that they can find companions around their physical 

areas that help in boosting a user's social exercises in the physical world. For example, 

subsequent to finding a companion's physical area from his/her interpersonal organization, one 

can offer the companion to have a lunch or shopping action. The utilization of the feedback in 

location-based administrations permits clients to share remarks and proposals that can be either 

positive or negative. Such tips or inputs are essential in amassing proposals. Not at all like geo 

labeled media, a point area (setting) is the primary part for the clients that the association 

between the clients and the media substance, for example, inputs, identifications, and tips are 

related with the point area (Zheng et al., 2012). 

2.5.1.3 Direction Based  

Direction based facilities permit users to include both guide areas and the courses toward that 

point area. The most widely recognized applications that offer these facilities are SportsDo6, 

Bikely4, and Microsoft GeoLife5. Direction based methodologies register data by removing 

information about a user’s check in patters at various areas, term of stays, and the ways used. 

These facilities permit users to include data, for instance, separation, speed, course, and term 

about a particular direction, just as the user’s media content, for example, labels, tips, and 

photographs alongside the given direction (Ye et al., 2010; Ying et al., 2010). Different users 

of a similar network can take direction from the encounters of their companions by following 

the direction utilizing advanced guides or PDAs. In rundown, such facilities offer both where 

and when along how and what. 

2.5.1.4 Distinguishing Features of Locations  

In LARS, the focal point of the suggestions stays on the areas close to the media contents. In 

this manner, it is significant for the recommender system to perceive and consider one-of-a-

kind features of the areas to activities to a user that meets the standards of both precision and 

nature of suggestion.  

2.5.1.5 Location Hierarchy 

There are numerous scales by which area can be thought of. An area can be a little shop or cafe 

or it very well may be a major city or town. These areas, little or greater structure a progressive 

system where areas at the base are allude to smaller geological zones (Xiao et al., 2014). For 

example, an area (eatery, film, shopping center) may have a place with a network, a network 

has a place with a town, and a town has a place with a nation, etc. The various degrees of 

progressive detailing of areas lead to assorted user area and area diagrams. Bao et al. (2013) 
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proposed that regardless of whether a user has indistinguishable area chronicles, diverse user 

area and area diagrams will be planned. The significance of the various leveled connections 

and their thought is basic for the recommender system in light of the fact that these connections 

have a noteworthy job in setting up the associations amongst users (Wang et al., 2013). For 

instance, users that share areas like eatery or shopping centers that are considered as lower-

level things in the progressive system conceivably have solid associations than clients who 

share areas like, towns or nations that are considered as more significant level pecking order. 

As an outcome, the progressive property in LARS is one of a kind and should be considered. 

2.5.1.6 Distance of locations and users 

The second distinctive property of areas in LARS is distance. To discover the quality of 

affiliation and associations between users, distance should be thought of. The shorter the 

distance the more grounded will be the association. There are three geospatial distance relations 

characterized to figure the affiliation and associations among users utilizing distance (Wang et 

al., 2013). The three geospatial distance relationships are the separation between the users, the 

separation between an area and a client, and the separation between two areas. Separation in 

each of the three previously mentioned cases can influence the recommender systems in three 

potential manners. In the principal case, the separation between two users shows the likeness 

between users. For example, users who have comparable history of visiting same area have 

high need to have comparative inclinations and intrigue (Arora et al., 2014; Xiao et al., 2010) 

and the users who have comparative local location are perhaps companions (DeScioli et al., 

2011). In the subsequent case, the separation among clients and areas shows the likelihood of 

a client's fascination in the particular area. For instance, users every now and again visit close 

by places than different spots that are far away from users’ homes (Levandoski et al., 2012). In 

the last case, the separation between two areas shows the relationship between various areas. 

For example, cafes and shopping centers are generally arranged close to one another (Ye et al., 

2011). 

2.5.1.7 Sequential Ordering  

Most users visit most loved spots at customary stretches. These customary stretches make a 

connection between users in a consecutive request. For instance, two users of a similar 

organization normally feast at two distinct cafes and meet again in the film, a requesting of 

visits can be made that may give some regular inclinations among them (Bao et al., 2013) or 

that may conceivably show traffic conditions (Tang et al., 2010). Figure 4 shows the visit 
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designs clients can have in a LARS. A user can check in various areas and include these areas 

with media contents like feedbacks, labels, and tips. 

2.6 JOB EMPLOYMENT RECOMMENDER SYSTEMS 

Recent literature show high demands of information technology (IT) for human resource sector 

and hiring procedures. Many organizations have set attention on using online – recruitment 

platforms as the main recruiting channel. Job advertisements are automatically published on 

online platforms immediately they are captured into the system. Job seekers on the other sites 

create their profiles to apply for available jobs on the online platform. The profiles of job 

seekers are stored into the system, allowing job seekers to use them again in the near future. 

The other functionality allows the organization the chance to generate the candidate pool. That 

is, the organization can view all job seekers’ profiles and recommend suitable job. Suitable job 

seekers’ resumes are taken to HR department to process. Furthermore, the system keeps track 

of the job seekers’ statuses throughout the application process and communicate required 

processes (Malinowski et al., 2005). 

In many cases, online recruitment channels use the recommendation algorithm and Boolean 

search that does not solve the difficulty of a job-candidate matching as conditional structure 

sufficiently (Malinowski et al., 2006). Several studies have included the idea of recommender 

systems into the recruiting domain. Some researchers suggest that single features such as 

personality, personal knowledges and intellectual capabilities which regulate the matching 

amongst individuals and the task to be accomplished must be considered (Malinowski et al., 

2008). Also, the upcoming team members and the interactive features which determine the 

matching amongst individuals must be considered. In this case, literatures differentiate amongst 

candidate-team, job-candidate, and candidate-company fit (Sekiguchi, 2004). Therefore, the 

hiring technique should include all the features. Shifting filtering techniques to find candidate 

remains problematic, yet still an achievable objective. Thus, most filtering techniques used to 

recommend jobs and people to resolve problems of online hiring channels (Laumer and 

Eckhardt, 2009). 

The idea of CBF involves matching items with the same content information to one of the 

target users. To match jobs to candidate, job preferences and user credentials act as the content 

information for job applicants. To match job applicants to jobs, the content information of 

employers are job description and the background of the company. The common concept of 

CBF is obtaining the content information of job description and job seekers and find the 
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similarity. The key components of CBF include selection of features and computation of 

similarity. For selection of features, similar features have to be selected in accordance with the 

scientific analysis in the job recruiting market (Zheng et al., 2012) or according to the target 

users’ preferences. Features that are selected must be characterized in a suitable vector form 

(vector space model) so that the similarity can be computed. 

2.6.1 System requirements for job employment recommendation  

According to Keim (2007), there are significant requirements introduced in research works that 

ought to be inferred when suggesting candidates for a particular job employment and they 

include: 

1. The matching of individuals to jobs depends on skills and abilities that individuals should 

have.  

2. Recommending people is a bidirectional process that needs to take into account the 

preferences not only of the recruiter but also of the candidate.  

3. Recommendations should be based on the candidate attributes, as well as the relational 

aspects that determine the fit between the person and the team members with whom the person 

will be collaborated.  

4. Individual is considered to be unique; we cannot choose a single person several times such 

as a movie or book.  

Recruitment recommendation issue is bidirectional proposal between candidates and 

employment. The recommendation procedure can be partitioned into two sections: candidate 

recommendation and employment recommendation. The structure knowledge of these two 

sections is the equivalent generally (Malinowski et al., 2006; Yu et al., 2011). For a candidate, 

the job with higher coordinating degree ought to be prescribed. Likewise, for an employment, 

the candidate with higher coordinating degree ought to be prescribed (Yu et al., 2011). In 

essence, matching items are either the highest job seekers that match the description of 

employment in place or highest job profiles that match the job seekers’ preferences. 

Furthermore, Fazel-Zarandi and Fox (2010) referenced that aptitudes requirements 

coordinating need to differentiate between “must have” and “pleasant to-have” prerequisites in 

the coordinating procedure. Must-have requirements are imperatives that ought to be controlled 

by the candidate, while pleasant to-have prerequisites are preferences that are mulled over 

when positioning candidates. 
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2.6.2 Job recommendation information  

Job seekers and jobs ought to be coordinated dependent on specific standards that are utilized 

as markers of execution on the job. In choice hypothesis, the accessible data at a specific season 

of choice is called indicator information which includes the individual characteristics. The real 

determination strategy is called indicator. The expectation procedure is alluded to the appraisal 

of the measures utilizing the indicator information and a strategy explicit method of 

information blend (Farber et al., 2003). However, building job seeker profiles, the meta-data 

are separated from existing resumes. Farber et al. (2003) proposed a framework that constructs 

user profile in enlistment condition legitimately from investigating the practices of web user. 

In this framework, client profiles are built by inactively recognizing the snap stream and read-

time conduct of users. Malinowski et al. (2006) utilized user profile information for their CV-

recommender: segment information, instructive information, professional training, language 

abilities and IT aptitudes, grants, distributions, others. As a rule, job seeker’s profile is made 

out of three segments. 

1. Personal information about the employee, such as the first name, last name, and location.  

2. Information about the current and past professional positions held by the candidate. This 

section may contain company names, positions, company descriptions, job start dates, and job 

finish dates. The company description field may further contain information about the company 

(e.g., the number of employees and industry).  

3. Information about educational experiences, such as university names, degrees, fields of 

education, start and finish dates (Paparrizos et al., 2011). 

Malinowski et al. (2006) suggested coordinated effort measures, where job applicants were 

approached to rate the activity profiles utilizing 5 focuses scale extending from 1 to 5. 

Applicants were approached to assess whether the profiles intrigued to them or not concerning 

their profession point of view. As of that meta-data, various features were extricated to prepare 

and test proposal (Paparrizos et al., 2011). Then again, the job profile ought to be built to depict 

the requirements as well as posting of every single significant expertise that a representative 

for the job ought to have (Laumer and Eckhardt, 2009). Additionally, the nature of the proposal 

framework can be evaluated utilizing factual exactness measurements, for instance, the Mean 

Absolute Error (MAE), Root Mean Squared Error (RMSE) or Correlation figurings (Herlocker 

et al.,1999; Malinowski et al., 2006; Su and Khoshgoftaar, 2009). 
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2.7 TEXT CLUSTERING ALGORITHMS 

The text-based document clustering algorithms characterize each document according to its 

content, i.e. the words (or sometimes phrases) contained in it. The basic idea is that if two or 

more documents contain many common words, then it is likely that these documents are very 

similar. Fig 2.2 shows an example of document clustering where similar objects are clustered 

together. 

 

Fig 2.2 - An example of document Clustering (Abualigah et al., 2018) 

The similarity of the documents with the existing clusters is computed using distance functions 

and similarity metrics. In their majority traditional methods require an a-priori knowledge of 

the number of clusters in order to decide the target cluster of each new document. Algorithms 

such as K-means and EM aim to minimize the within-cluster distance (Berkhin, 2002). Each 

cluster is represented by the mean (or weighted average) of its points, the so-called centroid 

and euclidean or Hellinger (Brants et al., 2003) distance is usually computed. Other approaches, 

such as the threshold-based algorithm use similarity metrics. Many similarity metrics have been 

proposed (Brants et al., 2003) with the most popular among them, the cosine similarity 

(Kumaran  and Allan  2004). The similarity between document d and cluster c can be calculated 

as in equation 4: 

                          𝑠𝑖𝑚(𝑑, 𝑐) =
∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑑) ∗ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑐)𝑤

√∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑑)2
𝑤 ∗ √∑ 𝑤𝑒𝑖𝑔ℎ𝑡(𝑤, 𝑐)2

𝑤

                                 (4) 



 

22 

 

 

where each word 𝑤 is included in the weighting vector of the document 𝑑 and cluster 

𝑐.  

The cosine treats both vectors as unit vectors by normalizing them, giving a measure of the 

angle between the two vectors. It does provide an accurate measure of similarity but with no 

regard to magnitude (i.e. if a word occurs in both vectors - no matter the number of occurrences 

- they hint at the same direction). If magnitude (euclidean distance) was taken into account, the 

results would be quite different.  

Based on cosine similarity, the decision of whether the input document belongs to an existing 

cluster is taken by the use of a pre-defined threshold parameter. If the similarity is below a 

certain threshold the document is considered to discuss a new topic and is mapped to a new 

cluster. Otherwise, the document is grouped to an existing cluster with the highest similarity 

score. Many improvements of that technique have been applied. Some of them can be found in 

the survey of clustering data mining techniques (Berkhin, 2002). 

The threshold-based algorithm was invented by the TDT team at the Carnegie Mellon 

University (CMU) to decide whether a new document is another story of one of the detected 

events or it belongs to a new event of its own. The simplest form of the proposed algorithm, 

which relies only on pair-wise document similarity information, is portrayed in Algorithm 1. 

Similarity functions can be used in conjunction with a wide variety of traditional clustering 

techniques; the most prominent among them are partitioning, hierarchical and density-based 

algorithms. These techniques will be discussed in the next subsections. 

2.7.1 Partitioning Algorithms 

The partitioning methods divide the initial dataset into sets of several clusters, where each 

object belongs to only one cluster. They create a one-level, un-nested partitioning of the data 

points where the number of clusters is given as input. Each cluster is described by a centroid 

or a representative, which is a summary of the objects. The precise form of the centroid depends 

on the type of the clustered objects. In case of real-valued data the arithmetic mean of each 

attribute is calculated. In case of documents the mean value is calculated based on the weighting 

metric. 

There are a number of partitioning techniques, but we shall only describe some of them applied 

in the field of document clustering. The most representative algorithm of this category is k-
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means (Hartigan and Wong, 1979). The basic k-means algorithm follows the concept of 

centroid to represent the cluster. At the beginning, it selects 𝐾 points as the initial centroids 

and it assigns all points to their closest centroid. Then, it recomputes the centroid of each cluster 

and repeats the same procedure until it converges and there are no changes to the centroids. 

Fuzzy c-means is another well-known unsupervised clustering technique that it also requires 

the number of clusters as input (Win and Mon, 2010). It differs from k-means as it calculates 

the document's degree of membership to every existing cluster. An experimental study on text 

documents showed that fuzzy clustering is a more stable method, as it produces better results 

on almost all datasets (Singh et al., 2011). Some other studies compare these algorithms with 

hierarchical approaches discussed in the next section (Steinbach, 2000). 

2.7.2 Hierarchical Algorithms 

The hierarchical methods produce a hierarchy of clusters, where each cluster is nested into 

another. The hierarchy, usually presented in a dendrogram, can be considered as bottom-up or 

top-down. Both techniques are met in literature and known as agglomerative and divisive 

methods respectively. 

Agglomerative methods begin with 𝑛 clusters for a dataset of n objects. Then, they choose and 

merge the closest two clusters into one. This process is repeated until only one cluster finally 

remains. On the other hand, divisive methods begin clustering using the opposite direction. 

They first put all 𝑛 objects into one cluster and then they split the initial cluster into two smaller. 

In each step, a cluster is chosen and split up into two. This process continues until n clusters 

are produced. Those two methods are known for their weakness to revise a previously taken 

decision. Once a cluster is merged or split, it can never be separated or regrouped. That 

irrevocable decision is their major defect. Furthermore, the complexity of agglomerative 

clustering is, in the general case, O(3n), which makes them inappropriate for large datasets. 

Also, divisive methods have a worse complexity of O(2n) in the task of exhaustive search. 

In the field of document clustering, many agglomerative methods have been proposed (Fung 

et al., 2003; Xu and Wang 2005). Among them, the single linkage method SLINK computes 

the similarity of two clusters as the similarity between the most similar pair of documents each 

of which belongs to different clusters (Sibson, 1973). The complete linkage method CLINK 

defines the similarity of a pair of clusters as the similarity between the most dissimilar 

documents, one in one cluster, and one in the other (Defays, 1977). The definition of clusters 

distance is much stricter than for single linkage. In the latter, two clusters may be forced 
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together due to single documents being close to each other, even though the other elements 

might not be similar. This observation leads to chaining phenomenon where a small number of 

large clusters are created. On the other hand, complete linkage provides large number of small, 

tightly bound clustering. 

A more extensive survey of hierarchical algorithms as well as a comparative analysis between 

well-known hierarchical algorithms can be found (Zhao and Karypis, 2002; Steinbach, 2000). 

2.7.3 Density-Based Algorithms 

A wide variety of density-based algorithms has been proposed in literature (Ester et al., 1996). 

These algorithms rely on a density-based notion of clusters and they inherently carry the notion 

of noise. This means that density of points within a cluster is considerably higher than outside 

of the cluster. Respectively, the density inside the area of noise is lower than inside of any 

cluster. 

The key idea of all density-based algorithms is that every cluster has a minimum number of 

points, where the distance among them is below a specified threshold. 

A big advantage of that technique is that it does not need an a-priori knowledge of the number 

of clusters and it is able to identify clusters of arbitrary shape and size. The exposure of non-

linear shapes structures is based on the concept of density reachable and density connected 

data.  

2.8 INFORMATION RETRIEVAL IN RECOMMENDER SYSTEMS 

Some of the main responsibilities of information retrieval (IR) systems include data storage, 

organization, representation and easy access. In this research study, one form of IR used is the 

document retrieval based on an input query. Several algorithms have been implemented for the 

same reason. The algorithm accepts an input query and match it with documents stored and 

rank the output/results based on their similarity score with respect to the given query. These 

algorithms rely on matching the indexed documents, maintain the information concerning term 

frequencies and positions against the individual query terms. A score is assigned to each 

document based on its similarity value. A query term’s score with respect to a document is high 

for high frequency of appearance. IR involves different steps in preparing the documents for 

analyzing and calculating the similarity scores. 
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2.8.1 Text Preprocessing 

The preprocessing procedure in text mining has a great impact on the quality results in 

information retrieval. It consists of three major steps in which plaint text is given as input and 

a vector of tokens is returned as output. These steps are listed and described below and has 

been applied to majority of text mining literature. 

1) Tokenization: This step splits sentences into typical words called tokens. In some cases, 

more sophisticated techniques are applied, such as grammatical structure extraction. 

2) Stopwords Removal: This step removes words that are commonly used and met in most 

text documents yet they do not have value for information retrieval purpose.  

3) Stemming: This step converts the words to their root, base or stem form.  Algorithms 

such as Porter’s Stemmer and Lovin’s stemmer have been studied in the literature of text 

preprocessing. 

2.8.2 Information Extraction 

The extraction of relevant information is very vital in information retrieval as the quality of 

recommendation is highly dependent on the appropriateness of the input features. Feature 

selection and feature extraction are used to reduce the dimensionality of the input data and 

provide better text representation. 

 Feature Selection:  This process locates the best minimum subset of the original 

features in order to reduce the initial dimensions. 

 Feature Extraction: this process transforms the data of a high-dimensional space into a 

fewer-dimensional space. 

2.8.3 Information Weighting 

There are many information weighting techniques used in text mining. The most common 

weighting scheme used for terms within a text document is the Vector Space Model (VSM). 

VSM is an algebraic model for representing text documents as a vector of identifiers. The 

prevailing technique of the term weighting is Term Frequency – Inverse Document Frequency 

(TF-IDF). In a normal model, the TF component represent the number of times a term 𝑡 appears 

in a specific document 𝑑 and IDF is intended to account for common terms in the collection of 

documents. Below are the equations TF-IDF as used by Kumaran and Allan (2005): 

                                                                   𝑤𝑡,𝑑 = 𝑡𝑓 ∗ 𝑖𝑑𝑓                                                                   (5) 
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                                                                   𝑡𝑓 = log(𝑡 + 1)                                                                  (6) 

                                                  𝑖𝑑𝑓 = log (
𝑑𝑜𝑐𝐶𝑜𝑢𝑛𝑡 + 1

𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝐹𝑟𝑒𝑞 + 0.5
)                                                (7) 

where docCount is the number of documents in the corpus and documentFreq is the 

number of documents containing the term. 

2.9 SIMILARITY MEASURES IN RECOMMENDER SYSTEMS 

In information retrieval and data mining, similarity measure is described as an algorithm that 

determines the degree to which entities match (Oviatt and Cohen, 2000). The selection of 

similarity measure to use depends on the type of data and the objectives of the researcher. Some 

common measures used to determine similarity are described in the following subsections. 

2.9.1 Euclidean Distance 

It is the regular distance between two points and can be easily measured with a ruler in two - 

or three - dimensional space. Euclidean distance is widely used in clustering problems, 

including clustering text. It satisfies all the above four conditions and therefore is a true metric. 

It is also the default distance measure used with the K-means algorithm. 

Measuring distance between text documents, given two documents 𝑑𝑎 and 𝑑𝑏 represented by 

their term vectors 𝑡𝑎 ⃗⃗ ⃗⃗  and 𝑡𝑏 ⃗⃗ ⃗⃗  respectively, the Euclidean distance of two documents is defined 

as: 

                                                    𝐷𝐸(𝑡𝑎 ⃗⃗ ⃗⃗ , 𝑡𝑏 ⃗⃗ ⃗⃗ ) = (∑|𝑤𝑡,𝑎 − 𝑤𝑡,𝑏|
2)1 2 ⁄                                        (8)

𝑚

𝑡=1

 

where the term set is 𝑇 = {𝑡1, … . . , 𝑡𝑚}. As mentioned previously, we use the 𝑡𝑓𝑖𝑑𝑓 

value as term weights, that is: 𝑤𝑡,𝑑 = 𝑡𝑓𝑖𝑑𝑓 

2.9.2 Cosine-based similarity 

In cosine-based similarity, two items are thought of as two vectors in the m dimensional user-

space. The similarity between them is measured by computing the cosine of the angle between 

these two vectors. Formally, in the 𝑚 ∗ 𝑛 ratings matrix, similarity between items 𝑖 and 𝑗,  is 

given by: 
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                                         𝑠𝑖𝑚(𝑖, 𝑗) = cos(𝑖 ̅, 𝑗)̅ =  
𝑖̅ ∗  𝑗 ̅

|𝑖|̅ ∗ |𝑗|̅
                                            (9) 

where 𝑖 ̅and 𝑗 ̅are m-dimensional vectors over the user-space. In documents similarity, 

m-dimensional will be term set.  

Each dimension represents a term with its weight which ranges from 0 to 1. An important 

property of cosine similarity is its independence of document length. 

2.9.3 Jaccard distance 

It is described as the intersection of objects divided by the union of the same objects. The 

similarity index ranges from 0 to 1. It is 0 when the objects are completely different and it’s 1 

when the object are completely similar. The similarity is given by: 

                                   𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝑄, 𝐷) =  1 − 𝑆𝑖𝑚(𝑄, 𝐷) =  
|𝑄 ∩ 𝐷|

|𝑄 ∪ 𝐷|
                                        (10) 

where 𝑄 and 𝐷 are the objects being compared for similarity. The similarity index is 1 

when 𝑄 = 𝐷  and 0 when 𝑄 and 𝐷 are disjoint. 

2.9.4 Correlation-based similarity 

In this case, similarity between two items i  and j  measured by computing the rPearson

correlation corr ji,
. To make the correlation computation accurate co-rated cases. (i.e., cases 

where the users rated both i  and j )  must be isolated, as depicted in equation 11. Let the set of 

users who both rated i  and j  be denoted by 𝑈,then the correlation similarity is given by: 

                                         𝑠𝑖𝑚(𝑖, 𝑗) =  
∑ (𝑅𝑢,𝑖 − 𝑅𝑖̅)(𝑅𝑢,𝑗 − 𝑅𝑗̅)𝑢∈𝑈

√∑ (𝑅𝑢,𝑖 − 𝑅𝑖̅)2
𝑢∈𝑈 √(𝑅𝑢,𝑗 − 𝑅𝑗̅)2

                                 (11) 

where 𝑅𝑢,𝑖 is the ranking of user 𝑢 on item 𝑖, 𝑅𝑖 denotes the average ranking of the 𝑖𝑡ℎ 

item and 𝑅𝑢,𝑗 is the ranking of user 𝑢 on item 𝑗, 𝑅𝑗 denotes the average rating of the 𝑗𝑡ℎ 

item. 

2.10 EVALUATION METRICS IN RECOMMENDER SYSTEMS 

The evaluation of a recommender systems should be determined by the goals that the researcher 

wants to achieve. To analyse the performance and quality of a recommender system, it is 

essential to assess the recommendations utilizing evaluation metrics. Evaluation metrics assist 
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to compare numerous arrangements recommended in the literature and subsequently, proposals 

have been improved bit by bit (Cacheda et al., 2011). The current evaluation metrics have a 

standard formulization that is utilized for the testing and assessments of the suggestions 

(Bobadilla et al., 2013).  There are several criteria that lead to the selection of the evaluation 

metrics, but in this section, the focus will only be on the following: accuracy, quality and 

performance and stability. 

2.10.1 Accuracy  

Accuracy is a measure of how effective the recommender system’s predictions are to real 

results. Researchers normally utilize the estimations of most normally utilized error forecast 

measurements like mean absolute error (MAE) to measure the accuracy of a recommender 

system. MAE is measured for items that the user rated and can be calculated as in equation 12 

below (Jannach et al., 2013): 

                                                                  𝑀𝐴𝐸 = 
∑ |𝑝𝑖 − 𝑞𝑖|

𝑁
𝑖=1

𝑁
                                                    (12) 

where 𝑝𝑖 and 𝑞𝑖 are the ratings-prediction pairs of user 𝑖 and 𝑁 is the total number of 

corresponding pairs. 

Another measure that can be used to measure accuracy is the root mean square error (RMSE). 

It is a statistical metric slightly different from MAE. After calculation of the rating-prediction 

difference, the power of 2 is taken. After adding them up and dividing them by the total number 

of rating-prediction pairs and taking square root of it, RMSE is found. In Jannach et al. (2013), 

RMSE is given by equation 13: 

                                                          𝑅𝑀𝑆𝐸 =  √
∑ (𝑝𝑖 − 𝑞𝑖)2𝑛

𝑖=1

𝑛
                                               (13) 

where 𝑝𝑖 is the prediction of user 𝑖, 𝑞𝑖 is the real rating of user 𝑖 and 𝑛 is the number of 

ratings-prediction pairs. 

2.10.2 Quality and performance 

User satisfaction does not only depend on the accuracy, but also on the quality and performance 

of a recommender system. The quality and performance of a recommender can be measured 

using metrics like Precision, Recall and F-measure. Precision shows the fraction of retrieved 

documents that are relevant. Recall measures the fraction of relevant documents retrieved from 
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all relevant documents in the dataset. Equation 14 and 15 illustrate further on description of 

precision and recall respectively. 

                       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 ∩ 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                       (14) 

 

                       𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 ∩ 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑟𝑒𝑙𝑎𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
                           (15) 

 

As precision and recall have an inverse correlation, mostly a combination is used for 

optimization. Recall will score 100% if all relevant documents are retrieved plus infinitely 

many irrelevant ones. Precision will score 100% if the model managed to retrieve. 

The F-measure (or F1-score) is defined as the harmonic mean between precision and recall. 

The harmonic mean is used because we are dealing with ratios and percentages, as it tends 

toward the least number, minimizing the impact of large outliers and maximizing the impact 

of small ones (Nadeau and Sekine, 2007). In other words, both Recall and Precision have to be 

of a high value to have a high F1-score, making harmonic mean a better fit than the arithmetic 

one. Equation 16 illustrate how F1-score is calculated. 

                                         𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
                                            (16) 

 

2.10.3 Stability 

A user has a more trust in a RS when the recommendations generated by the system best match 

the user’s preferences. A RS is known as stable when the recommendations generated do not 

deviate over a short period (Adomavicius and Zhang, 2012). The metric defined for the 

evaluation of the stability of RS is Mean Absolute Shift (MAS) (Verbert et al., 2012). The 

MAS metric consists of a set of known ratings R1 known by the user and a set of unknown 

ratings 𝑄1. After a period of time, the user rated some of the unknown ratings and the new 

recommendations 𝑄2 are generated by the system. Now, MAS can be calculated using equation 

17 (Verbert et al., 2012). 

                                          𝑀𝐴𝑆 =  
1

|𝑄2|
 ∑ |𝑄2(𝑢, 1) − 𝑄1(𝑢, 1)|

(𝑢,𝑖)∈𝑄2

                                       (17) 
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2.11 CHAPTER SUMMARY 

In this chapter, the focus was on reviewing literature in recommender systems. First, the 

literature on the background of recommender system was done for better understanding of these 

systems. Different filtering algorithms such as content-based filtering and collaborative 

filtering algorithms were discussed. This research study uses content-based filtering algorithm 

to make recommendations. Furthermore, some characteristics of mobile recommender systems 

were discussed. Also, the challenges that face mobile recommender systems we studied. Then 

location awareness recommender systems and service provided by them were discussed. 

 In addition, existing job employment recommender system were also studied to gain more 

knowledge on these systems as that is the major part of this research study. Information 

retrieval in recommender systems is also studied in this chapter. It included text preprocessing, 

information extraction and information weighting. Then, the similarities in recommender 

systems such as cosine similarity and Jaccard distance are discussed. Cosine similarity is the 

preferred similarity measure in the study. Lastly, the evaluation metrics in recommender 

systems are reviewed. The following chapter will focus on the research methodology used 

throughout this research study. 
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CHAPTER 3: RESEARCH METHODOLOGY 

3.1  INTRODUCTION 

This chapter presents the research methodology and algorithms that are applied in this study. 

Research methodology can be defined as logical, academic analysis of processes used in a 

specific research area. Its major classifications involve quantitative and qualitative research 

methods (Ishak and Alias, 2005). In this research, qualitative research methodology is applied 

through literature investigations and the implementation and evaluation of the recommender 

system prototype. A client-server architecture prototype of the recommender system was 

implemented for the base of evaluation of this research study. Therefore, the recommender 

system was evaluated on the client and server side. 

From the literature analysis, there are three main filtering algorithms in the field of 

recommender systems. These include collaborative filtering, content-based filtering (CBF) and 

hybrid. In this research the focus is solely on content-based filtering. CBF recommends objects 

which have the same content as the ones which the target user prefers. For the sake of our job 

employment recommender system, CBF algorithm is used to recommend the most similar 

resume to the job description at the same time finding the proximity of the job seeker to the 

area where the job will be done. 

3.2 SYSTEM ARCHITECTURE 

The prototype of a Mobile Proximity Job Employment Recommender System (MPJERS) 

developed uses client-Server architecture as demonstrated in Fig 3.1. The client side comprises 

of two components: (i) A mobile application and (ii) the location manager. A mobile 

application requests a temporary job seeker to be registered in the application. A personalized 

profile for each registered job seeker is generated and the login details are required each time 

the job seeker wants to access the application. All registered job seekers are also required to 

upload their resumes on the mobile application which will be stored in the database under the 

server side and used to recommend a suitable job to a suitable candidate. A location manager 

is used to pinpoint the temporary job seeker’s current proximity to the place where the job will 

be done.  

On the server side, the essential part is the recommendation engine consisting of offline and 

online subsystems. The offline subsystem maintains a USER_DATA database, which stores 

the records of all job seekers that are registered in the system. The user profiles for all job 
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seekers are then generated and stored in a different database (USER PROFILE). The online 

subsystem on the other hand, maintains the USER PROFILE database and JOB DATA 

database containing the temporary job’s information, such as employer name, employment 

location, temporary job position and, skill requirement. When receiving a job request, the 

online subsystem computes the similarity between the user profile and the job data for a 

specified temporary job and then finds the instantaneous proximal location of the temporary 

job seeker to the employment location through the location manager and generates a list of 

possible recommendations. 
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Fig 3.1 - Mobile Proximity Job Employment Recommender System Design Architecture (Zuva, T and Zuva, K, 2014; Yang et 

al, 2008) 

3.3 CONTENT-BASED FILTERING 

Since the purpose of this study is to enable the initial selection of suitable temporary job seekers 

to a temporary job at a particular place and vice versa, this  study uses CBF to recommend the 

most suitable resume to the job description. The principle of a content-based recommendation 

suggests objects which have the same content as that of the target user (Liu et al., 2015). When 
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recommending people to jobs, CBF make recommendations based on the content of resumes 

and job descriptions text documents. Thus, the content of a resume document in the user profile 

was parsed. 

The process of CBF is selecting the same features between resumes and job description 

documents as well as computing their similarity to compare them. The predicted outcome will 

include a list of applicants and the recommended jobs arranged by their similarity values. This 

implies that the key processes in CBF includes selecting relevant features and computing 

similarity. Throughout the selection of features, it is essential to find similar features. Also, it 

is vital to consider the effect of recommendation in accordance with the scientific investigations 

in the job recruitment domain or target users’ preferences. Features that are selected are then 

presented in a vector format so that calculations of similarity can take place. Selected features 

in this study are represented in a vector space model (VSM) format and similarity was 

calculated through cosine similarity.   

3.4 FEATURE SELECTION 

In this study, the feature selection was done in two major categories in order to gather all data 

that may possibly be used to match the entities (Job profile and Jobseeker profile) used in the 

MPJERS. The first category was the review of the job features that was carried out to 

understand what information is passed to the system by the employer as the basis for 

recommendation. The second phase was an inspection of the candidate features that was then 

carried out to understand the interaction of the job seeker with the system and what information 

the job seeker passed to the system.  

The features relating to the job used in MPJERS are: qualification, required skills, experience, 

employer/company name, industry field, temporary position offered, payment rate, and 

employment location. Collectively, these selected features define the temporary job for the 

proposed MPJERS. Fig. 3.2 illustrates the relevant features for the temporary job used in the 

MPJERS. 
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Employer name

Employment 
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Industry field

Temporary position Payment rate

Experience

 

Fig 3.2 - Features relating to the job 

For the job seeker, the features that were considered for recommendation are: age, gender, 

educational background, experience, skill, current location and current employment. These 

selected features collectively define the temporary job seeker for the proposed MPJERS and 

are illustrated in Fig 3.3. 
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Fig 3.3 - Features relating to the job seeker 

3.5 VECTOR SPACE MODEL 

According to Montaner et al. (2003), the vector space model (VSM) is a standard algebraic 

model commonly used in information retrieval (IR). It deals with a text document as a 

collection of words, without considering word order and grammar. It represents both 

documents and queries by term sets and measure the similarities between documents and 

queries. In this research study, VSM uses Term Frequency – Inverse Document Frequency (tf-

idf) to weight the terms. Each document is represented as a vector of tf-idf weights. Queries 

are also considered as documents. Cosine similarity is used to compute similarity between 

document vectors and the query vector.  

3.5.1 Text Document Preprocessing 

Preprocessing ensures that text documents must be structured in a suitable form for information 

retrieval and the data sets that are used must lead to the best performance and excellence for 

the models obtained by information retrieval processes. Text document preprocessing involves 

three major steps described below: 



 

36 

 

3.5.1.1 Tokenization 

The main objectives of tokenization are to split texts into plain processing units, interpret and 

collect isolated tokens to produce higher level tokens. The data must be processed in the three 

operations: the first operation is to convert documents to word count which is equal to bag of 

word (BOW). The second is removing empty sequence, i.e. this step comprises cleansing and 

filtering (e.g., whitespaces, collapsing, stripping extraneous control characters). Finally, each 

input text document is segmented into a list of features which are also called tokens, words, 

terms. 

3.5.1.2 StopWord elimination 

The main objective of stopWord elimination is to remove words that occur in most of the 

documents. Those words include articles (a, an, the, etc), conjunctions (and, or, but, etc), 

prepositions (in, on, of, etc), pronouns (I, you, it, etc) and possibly some nouns, verbs, adverbs 

and adjectives (make, thing, etc). Such words are referred to as stopWords and they do not have 

any value for retrieval purpose. 

3.5.1.3 Stemming 

The main objective of stemming is to replace all variants of the word with the single stem of 

the word. Variants include past tense suffixes, gerund forms (ing – form), plural, third person 

suffixes, etc. This process removes affixes (prefixes and suffixes) from a word and retains the 

word to its original form call stem. 

3.5.2 Term Document Matrix 

A term document matrix is an approach of demonstrating documents in a matrix format in 

which each column represents term vectors across all the documents and rows represent 

documents across all the terms. The cell values represent the number of occurrences of each 

term in the corresponding document.  

3.5.3 Term Weight 

Once the term document matrix is generated, the term weight for all the matrices in all the CVs 

are calculated. It is also vital to compute the term weighting because terms which uniquely 

describe the CV need to be well known. It should be noted that words which appear in most 

CVs might not represent the relevant CVs whereas words that appear less frequent might define 

a relevant CV. To find most relevant CVs, a technique called term frequency – inverse 
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document frequency (TF-IDF) is used. It gives lower weights to terms which occur frequently 

across all the CVs and gives higher weight to the terms which rarely occur in all other CVs. 

Term frequency (TF) is simply the frequency of a word in a document. Inverse document 

frequency (IDF) is the inverse of the document frequency among the whole corpus of 

documents. TF-IDF negates the influence of high frequency words in determining the 

significance of a document. 

To measure how important a keyword may be or the number of occurrences a keyword appears 

in a document, log is used to dampen the effect of high frequency words. Jain et al. (2017) 

demonstrated how the weighted term frequency can be measure using equation 18.  

                                         𝑤𝑡𝑑 = {
1 + 𝑙𝑜𝑔10𝑡𝑓𝑡,𝑑             if  𝑡𝑓𝑡,𝑑 > 0

            0 ,                     otherwise
}                                          (18) 

where 𝑤𝑡𝑑 is the weighted term frequency, and 𝑡𝑓𝑡𝑑  is the term frequency. 

Then the IDF is computed by taking the logarithmic inverse of the number of occurrences of a 

keyword among the whole collection of the documents. So, from the total of all the CVs 

returned by the search query, the IDF will be calculated as show in equation 19 (Jain et al., 

2017). 

                                                                  𝐼𝐷𝐹 =  𝑙𝑜𝑔10

𝑁

𝐷𝐹
                                                            (19) 

where 𝑁 is the total number of documents and 𝐷𝐹 is the total number of the keyword 

in all the documents.  

Together the weight of a term is the product of the two weights; the TF weight and the IDF 

weight as illustrated in equation 20 (Jain et al., 2017). 

                                                𝑡𝑓𝑖𝑑𝑓 = (1 + 𝑙𝑜𝑔10𝑡𝑓𝑡𝑑) ∗ (𝑙𝑜𝑔10

𝑁

𝐷𝐹
)                                         (20) 

3.6 DOCUMENT CLUSTERING USING K-MEANS ALGORITHM 

Grouping documents into several collections in a manner that similar documents be located in 

a matching set and other dissimilar documents in different sets is the main objective of 

document clustering. For text document clustering, term frequency is used to cluster documents 

which have similar words in a collection. Words are used to gauge contents in documents. 

Normally, text documents are characterized by word vectors. Each document vector comprises 

of all terms which occur in the whole document corpus. Term frequency (tf) or term frequency 
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– inverse document frequency (tf-idf) are used as measures for each entry in a term vector. To 

calculate similarity, documents characterized by term vectors are compared to one another 

through the use of similarity measures like Pearson similarity, cosine similarity or adjusted 

cosine similarity. Documents are allocated to specific clusters based on their degree of 

similarities. 

The most well-known hierarchical algorithms are single-link and complete-link; the most 

popular and the simplest partitional algorithm is K-means. Since partitional calculations are 

favored in design acknowledgment because of the idea of accessible information, our scope 

here is centered on these calculations. K-means has a rich and various history as it was 

autonomously found in numerous research papers and commercial projects. Even though K-

means was first proposed more than 50 years back, it is as yet a standout amongst the most 

broadly utilized calculations for grouping. Simplicity of execution, effortlessness, proficiency, 

and observational achievement are the primary explanations behind its fame. 

 

In data mining, k-means clustering is described as a technique of cluster analysis which 

separates 𝑛 observations into 𝑘 groups (Gao et al., 2015). Every observation fits into a group 

that has the closest mean. As one of the most straightforward, unsupervised machine learning 

algorithms, k-means take care of notable grouping issues (Cacheda et al., 2011). The procedure 

follows an easy and straightforward tactic of arranging a collection of information into a certain 

number of clusters (𝑘 clusters for instance). It is thoughtful to represent 𝑘 centroids, for each 

and every single group. Because different clusters give diverse results, the centroids must be 

kept in a clever way. In this way, it will be the best choice for the centroids to be kept far away 

from one another. The subsequent step is taking each observation that have space in a collection 

of information and group it to the nearest centroid. 

 

At the point when no point is pending, the initial step and an early gathering age are finished. 

Now we must recalculate k new centroids as ban focuses of the groups coming about because 

of the past step. After we have these new k centroids, another coupling must be done between 

similar informational collection focuses and the closest new centroid. A loop has been 

generated. As a result of the loop, we may see that the k centroids change their position well-

ordered until no more changes are done. As such, centroids don't move any more. 

 

The algorithm is composed of the following steps: 
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1. Place K points into the space represented by the objects that are being clustered. These 

points represent initial group centroids. 

2. Assign each object to the group that has the closest centroid. 

3. When all objects have been assigned, recalculate the positions of the K centroids. 

4. Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the 

objects into groups from which the metric to be minimized can be calculated. 

In this research study, simple K-mean algorithm was used to group similar resumes text 

documents together. From the dataset of resume text documents, six (6) clusters were generated 

using Euclidean Distance function from Weka as shown in Fig 3.4. 

 

Fig 3.4- Resume clustering using K-means algorithm in Weka 

The Euclidean Distance formula can be represented as in equation 21: 

                                                            𝑑𝑖𝑠𝑡 =  √∑(𝑃𝑘

𝑛

𝑘=1

− 𝑞𝑘)2                                                     (21)   
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where 𝑛 is the number of dimensions (attributes) 
k

p  and
k

q  are, respectively, the 
th

k  

attributes (components) of records p and q . 

3.7 COSINE SIMILARITY 

The distance between two vectors is computed by finding the cosine angle between the two 

vectors. In the same way, cosine angle between each resume vector and the query vector (Job 

description) is computed to find how close a CV is to a query. To find a relevant resume to the 

query term, similarity score between each resume vector and the query term vector is calculated 

using cosine similarity as illustrated in the equation 22 as derived from Liu et al. (2016). The 

resume with the highest similarity scores will be considered as relevant documents to the query. 

                       𝐶𝑜𝑠(𝑈𝑖 𝑈𝐽) =  
𝑈𝑖 . 𝑈𝑗

|𝑈𝑖| ∗ |𝑈𝑗|
=  

∑ (𝑡𝑓𝑖𝑑𝑓𝑈𝑖 ∗ 𝑡𝑓𝑖𝑑𝑓𝑈𝑗)
𝑛
1

√∑ (𝑡𝑓𝑖𝑑𝑓𝑈𝑖
2𝑛

1 ) + ∑ (𝑡𝑓𝑖𝑑𝑓𝑈𝑗
2𝑛

1 )

                             (22) 

where 𝑈𝑖 represent the query vector and 𝑈𝑗 represent the CV vector. 

After plotting the term document matrix, each resume vector represents a point in the vector 

space. In Fig 3.5, CV1 and CV2 represents 3 points in the vector space. Each CV is compared 

with the query by calculating the cosine angle between them. From Fig 3.5, it is obvious that 

the angle between CV2 and the query is smaller than the angle between CV1 and the query. 

This implies that CV2 is closer to the query than CV1, making CV2 more relevant to the query 

than CV1. 



 

41 

 

CV 1

CV 2

Query

Cosine

Theta 1

Cosine

Theta 2

 

Fig 3.5 - Cosine similarity 

3.8 GLOBAL POSITION SYSTEM 

After finding the most suitable candidates for the temporary job through the use of vector space 

model and cosine similarity, the recommendation generator on the server side generates a 

recommendation list and then links up with the location managers on the client side to find the 

current positioning of the mobile user to the area where the job will be done. Google maps 

coordinates are used to calculate the distance between the candidates on the recommendation 

list and the place where the job will be done. In this research, the distance between the candidate 

and the area where the job will be done is calculated using the equation 23: 

𝑑𝑢𝑙 = 2 ∗ 𝑎 sin (𝑠𝑞𝑟𝑡((𝑙𝑎𝑡1 − 𝑙𝑎𝑡2))
2 + cos(𝑙𝑎𝑡1) ∗ cos(𝑙𝑎𝑡2) ∗

                                                              (sin (( 𝑙𝑜𝑛1 − 𝑙𝑜𝑛2)/2) )
2                                                   (23)          

where (𝑙𝑎𝑡1, 𝑙𝑜𝑛1) and (𝑙𝑎𝑡2, 𝑙𝑜𝑛2) are the coordinates for the mobile job seeker 

current location and the area where the job will be done respectively.  
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It is of vital importance to note that 𝑙𝑎𝑡 and 𝑙𝑜𝑛 represent latitude and longitude respectively. 

North latitudes and west longitudes are considered as positive and south latitudes and east 

longitudes are taken as negative.    

3.9 SYSTEM PROTOTYPE EVALUATION  

There are several evaluation methods that can be applied and used in recommender systems. 

These methods differ depending on the objective that the researcher wants to achieve. The 

evaluation of this study is done offline. The datasets that were found to evaluate the server side 

of the MPJERS. It is imperative to note that the recommender system in this study can be seen 

as a client server architecture whereby the client side is the mobile job seeker application and 

the server side is equipped with the database and recommendation system.  

To effectively evaluate the performance of the MPJERS, precision and recall were calculated 

as measure of performance. In this research, precision is defined as the total number of all 

relevant documents divided by the total number of all retrieved documents and recall is defined 

as the ratio of correctly classified positive documents divided by the total number of positive 

documents. To quickly calculate precision and recall given the predicted labels from a model, 

the confusion matrix is used. For binary classification, a confusion matrix shows four different 

results namely:  

I. True positive (TP): outcome is positive and it is predicted to be positive. 

II. True negative (TN): outcome is positive, while it is predicted negative. 

III. False positive (FP): outcome is negative and it is predicted to be negative. 

IV. False negative (FN): outcome is negative while it is predicted to be positive. 

Fig 3.6 shows the pictorial representation of the confusion matrix. 
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Fig 3.6 - Pictorial representation of the confusion matrix 

A confusion matrix is a table that is often used to describe the performance of a classification 

model on a set of test data for which the true values are known. It allows the visualization of 

performance of an algorithm. Table 3.1 illustrates the confusion matrix. 

 

 

 

 

Table 3.1 – Confusion Matrix 

 Reality 

Actually Good Actually Bad 

 Rated Good True Positive False Positive 
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prediction 
Rated Bad False Negative True Negative 

 

From the confusion matrix in Table 3.1, precision and recall can be calculated using the values 

in the matrix by applying equation 24 and 25 respectively. 

                                   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
                                      (24) 

 

                                     𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                                         (25) 

 

It is of great importance to have a measurement that can represent both precision and recall 

because it is not easy to compare the two models with low precision and high recall or vice 

versa. Thus, to make both precision and recall comparable, the F-measure (or F1-Score) is 

used. F1- score helps to measure precision and recall at the same. The F1-score is defined as 

the harmonic mean between precision and recall and is calculated as in equation 26. 

                                          𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
                                          (26) 

 

To the user the scalar value of recall indicates the ability of the system to find relevant items 

as per query from the collection of different items. Precision demonstrates the capacity to yield 

pertinent items according to the query. The Precision-Recall graph gives a visual performance 

of the recommender system and the graph is demonstrated in Fig 5.6.  These performance 

measures were used to evaluate the MPJERS. 

3.10 CHAPTER SUMMARY 

This chapter presented the research methodology used in this study. Firstly, a client – server 

architecture that was used to implement the prototype of MPJERS was described. The client 

side uses a mobile application which allows mobile job seekers to register their profile and log 

on to the system through a web server on the server side. The server side then stores the profiles 

of the mobile job seekers into the database and makes recommendations for a suitable job. 

Secondly, the proposed contend based filtering algorithm is explained and applied to the server 

side of the MPJERS prototype to make recommendations. The features of both the job seeker 

and the recruiter used for making recommendations were selected. The vector space model 
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algorithm that uses TF-IDF was demonstrated. It also included the preprocessing of the text 

documents. Then, the resumes text documents were clustered into various clusters using the K-

means algorithm. Cosine similarity was later used to compute the similarity between the 

resumes and job description text documents. 

Furthermore, the GPS was used to pin point the current location of the suitable candidates and 

final recommendation was made based on how suitable candidates are closest to the area where 

the job will be done. Lastly, the proposed evaluation metrics is discussed. The next chapter will 

focus on the implementation and results of the system prototype used for the basis of evaluation 

the recommender system. 
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CHAPTER 4: IMPLEMENTATION AND RESULTS 

4.1  INTRODUCTION 

This chapter describes how the client-server prototype of a MPJERS was designed and 

implemented. A prototype is not complete in functionality or design, but serves as a proof-of-

concept to be used as a basis for evaluation, conclusion and discussion in this research.  

4.2   REQUIREMENTS 

Based on the objectives listed in chapter 1, the findings during the initial research study and 

the analysis of existing systems, a set of requirements were formulated. In this section, 

requirements are divided into two categories namely, functional and non-functional 

requirements. Functional requirements are the descriptions of activities and services a system 

must accomplish whereas non-functional requirements are the descriptions of other features, 

characteristics and constraints that define an acceptable system.  

4.2.1 Functional Requirements include: 

 The client side should allow the user to register their profile and log in to the system. 

 The client side should provide a user interface that allows the user to apply for a 

temporary job and sent the application to the server side. 

 The client side should allow the user to modify and update their profiles. 

 The client side should allow the user to send their current location. 

 The server side should receive and store job applications from the client side. 

 The server side should provide recommendations using content-based filtering. 

 The server side should be able to depict the current location of the recommended job 

seeker. 

4.2.2 Non-Functional Requirements include: 

 The server side should provide accurate recommendations that match the best suitable 

candidate for a temporary job. 

 The client side should be user friendly to capture user attention. 
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4.3   PROGRAMMING ENVIRONMENT 

This section introduces the programming platforms used to build the client-server prototype of 

the MPJERS. To develop the client side, Java eclipse Integrated Development Environment 

(IDE) and Android System Development Kit (SDK) are used for development environment 

and user interface design respectively. Since the client side is developed using Java, the 

recommendation engine on the server side is also carried out using netBeans IDE for Java 

Enterprise Edition (Java EE).  

4.3.1 Android Programming Environment 

To develop the client side of the system prototype, the Android platform was utilized.  

Android is an open source operating system for developing mobile devices, based on a Linux 

kernel (Chang et al., 2010). Applications are built in Java and run in their own process with 

their own instance of a Virtual Machine.  Android was first implemented by Google but it is 

now part of the Open Handset Alliance. The android platform is classified into the following 

four sections:  

1. Android Application: It is the first layer in the android platform stack and is made up 

of applications that are built-in the device or other third-party applications installed on 

the device.  

2. Application Framework: This is the second layer in the android platform stock and it is 

built using java and provides high level services and APIs that are leveraged by the 

applications. 

3. Libraries layer: The third layer is responsible for providing support to the core features. 

4. Linux Kernel: The last layer provides support for security management, device 

management, memory management, network stack and process management. 

Figure 4.1 shows the android platform architecture. 
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Fig 4.1 - Android Platform Architecture (Chang et al., 2010) 

4.3.2 NetBeans IDE for Java EE  

The server side of the MPJERS prototype was developed using the netBeans IDE for Java EE 

for a reliable and easy interchanging of data between the client side and the server side. Java 

EE applications are run on reference runtimes that can be microservices to handle transactions, 

security, scalability, concurrency and management of components it is deploying. Java EE is 

defined by its specification. The specification defines application programming interfaces 

(API) and their interactions. As with other Java community process specifications, providers 

must meet certain conformance requirements in order to declare their products as java EE 

compliant. 

4.4 GLOBAL POSITIONING SYSTEM (GPS) 

The GPS comprise of 24 satellites installed in space roughly 19300 kilometers (KM) above the 

earth surface (Warner and Johnston, 2003). These satellites revolve the earth once every 12 

hours at a very fast pace of about 11200 km per hour. The satellites are equally spread out so 

that four satellites are reachable through direct line of sight from anyplace on the earth. 

Each GPS satellite transmits a message which contains the satellite’s present location and exact 

time. A GPS receiver combines the messages from different satellites to calculate the precise 
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current location through a process called triangulation (Boneh et al., 2015). To determine a 

receiver’s current position, only three satellites are needed. The fourth satellite is connected 

just to make sure a GPS is more accurate. 

For a GPS device to function well, a connection to the needed number of satellites must be 

established initially. This procedure can take several seconds to several minutes depending on 

how powerful the receiver is (Boneh et al., 2015).  For example, a smartphone’s receiver will 

normally establish a slower GPS connection than a car’s GPS unit. Most GPS devices use a 

certain kind of site caching to speed up GPS detection. A GPS device can decide quicker which 

satellites will be accessible the next time it scans for a GPS signal by remembering its previous 

location. 

GPS technology is not ideal for indoor use because GPS receivers need a free pat to space 

(Chang et al., 2015). Thus, tablets, smartphones and other mobile devices frequently use other 

alternative means such as public Wi-Fi signals and cell towers, to determine location. This 

technology is used to supplement GPS technology when satellite connections is not accessible 

and it is called local position system (LPS)  

4.5 CONTENT – BASED RECOMMENDER ENGINE 

In this recommender engine, recommendations are centered on description of an item and a 

user’s profile ideal choices. Keywords are used to describe the items. Besides, a profile of a 

user is built to state the type of item the user likes. This means the algorithm tries to recommend 

the items that are similar to the ones the user has liked before. For example, the system can 

recommend the same job as the user has applied for in the past. This tactic is fundamental in 

information filtering and information retrieval. 

The main issue with content-based recommender engines whether they are capable to learn 

user first choice from users’ activities about single content source and repeat them through 

other different content types. When the engine is restricted to recommending the content of the 

similar type as the user is already using, the value from the recommendation engine is 

considerably less when other services can be recommended. 

4.6 DATASETS 

The experiment conducted to evaluate performance of the recommender system was done 

offline. In order to conduct these experiments, the research required the datasets for job 
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description text documents and job-related resumes\CVs for jobseekers to be available. Also, 

the dataset of longitude and latitude coordinates were required to evaluate the proximity. All 

job description text documents and job-related resumes were obtained from Kaggle website. 

Kaggle is an online community of data scientists and machine learners. Kaggle allows 

researchers to find data they need to do their data science work. About 190,000 public datasets 

and 200,000 public notebooks are freely available to researchers.  

Datasets that were found consist of 203 job description text documents and 1431 resumes. Also, 

a CSV file consisting 8300 coordinates was found. 

4.7 SYSTEM PROTOTYPE  

To develop the system prototype of a MJERS, android software development kit (SDK) and 

eclipse IDE for Java EE are used. MySql and SqLite databases are used to store all the 

information that is needed for the functionality of this prototype. Xampp server is used at a 

server side. 

4.7.1 Client Side 

The client side is the link between the mobile jobseekers and the server. Its task is to gather 

information from the mobile jobseekers and to allow them to apply for a temporary job. The 

information is initially stored in the SqLite database and later sent to the server side, where 

user profile for each jobseeker is generated and stored in the MySql database together with the 

uploaded resume and later used for recommending the most suitable mobile jobseeker to a 

specific temporary job.  

Fig 4.2 shows the startup screenshots for MPJERS client graphical user interface (GUI). Fig 

4.2(a) displays the home screen with a brief description of the application and the links to either 

to sign in (login to an existing account) or sign up (create a new account). When the jobseeker 

clicks the sign in, the mobile job seeker will be required to enter the login credentials if they 

have already created an account before as shown in Fig 4.2(c). When the job seeker clicks sign 

up link, the screen in Fig 4.2(b) is displayed and a mobile jobseeker will fill all necessary details 

to create an account. 
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Fig 4.2(a) – Client Home Screenshot Fig 4.2(b) – Client Sign Up Screenshot Fig 4.2(c) - Client sign In Screenshot

 

Fig 4.2 - MPJERS Client Start-up Screenshots 

After login to the application, a client can view more of the functionalities provided by the 

MPJERS. Fig 4.3 shows the functionalities that are provided by the MPJERS. Fig 4.3(a) shows 

a list of client services which include the following: 

 Upload CV – A client can upload the CV through the application and then later used to 

recommend for a specified temporary job. 

 Send Location – A client can send the current location through google maps so that the 

MPJERS can know the proximity of the job seeker to the place where the job will be 

done. Fig 4.3(b) shows how the current location is sent through google maps. 

 Available Jobs – A client can view all available temporary jobs and the locations where 

the jobs will be done. Fig 4.3(c) shows how available jobs can be viewed. 

 Recommend Jobs – A client can view specific jobs recommended for their profiles as 

per their uploaded CV and proximity to the place where the job will be done. 

 Update Profile – A client can update their own profile in case the need to change 

anything like their contact details. 

 Update CV – A client can replace the old CV with a new up to date CV. 
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Fig 4.3(a) – Client Service List Fig 4.3(b) – Send Location Fig 4.3(c) – Available Jobs 

 

Fig 4.3 - MPJERS Client Functionalities 

4.7.2 Server side 

The server side receives information from the client side and recommends a temporary job to 

a suitable mobile job seeker. Information stored in SQLite database of the client application is 

transferred to the server side through the web, where the user profile is generated and stored in 

MySql database. The resumes from each profile in the database are then collected for 

recommendation. Firstly, the resumes/CVs and query text documents (job description) are 

structured in a suitable form for information retrieval using the major preprocessing steps and 

then grouped into clusters of similar documents regarding the field of job. Secondly the 

similarities between the job description and resumes were calculated and lastly the proximity 

of recommended job seekers to the area where the job will be done was calculated to 

recommend the most suitable job seeker. 

4.7.2.1 Text Document Preprocessing 

Three major preprocessing steps that were discussed in section 3.5.1 are applied to structure all 

the text documents.  
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Fig 4.4 shows a sample of how one of the text documents looked like before and after 

tokenization is applied on it. Fig 4.4(a) shows an original job description text document before 

tokenization is applied. Fig 4.4(b) illustrates the resulting job description text document after 

tokenization is applied. The main objectives of tokenization are to split texts into plain 

processing units and to interpret and collect isolated tokens to produce higher level tokens. 

Fig 4.4(a) – Original Text Document Fig 4.4(b) – Tokenized Text Document

 

Fig 4.4 - Text Document Tokenization 

After tokenization of a text document, the next major step in information retrieval 

preprocessing is the removal of stopwords from a text document. Fig 4.5 illustrates an example 

of how a tokenized document looked after the stopwords has been removed.  
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Fig 4.5 - Text document after Stopwords removal 

After removal of stopwords, the last major step in information retrieval, stemming, is applied 

on the documents so that they are ready for information retrieval. The main objective of 

stemming is to replace all variants of the word with the single stem of the word. Fig 4.6 

illustrates the resulting document after stemming is applied on a document. The English 

snowball library was used to stem the English words from text documents.  

 

Fig 4.6 - Text document after Stemming 

4.7.2.2 Text document clustering 

After the major preprocessing techniques have been applied on all resumes and job descriptions 

text document to remove noise from text documents, the root words can then be easily 

identified. Resumes text documents are now ready to be compared for similarity and the 
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performance for recommending the most similar resumes to the queries (job description text 

documents) is improved.  

4.7.2.3 Similarity 

To find the similarity between the resumes and queries documents, both sets of documents are 

now represented as vectors of terms.  The next step is to represent the vector of terms to 

numerical format known as term document matrix as explained in section 3.5.2. After the term 

document matrix is generated, the term weights of each term in the matrix across all the 

documents are calculated. It is important to compute the term weights because of the need to 

identify terms which uniquely define each document. In this research study, TF-IDF was used 

to calculate the term weights. Fig 4.7 shows the screenshot of term weighting from one 

document. 

 

Fig 4.7 - Term Weight Results 
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After the term weights are calculated, the similarity between the job description and the 

resumes were calculated using cosine similarity as in equation 22 in section 3.7. Fig 4.8 

displays the similarities between job description text documents and resumes. 

 

Fig 4.8 - Document Similarity 
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4.7.2.4 Proximity 

0nce the most relevant resumes have been recommended, the proximity of recommended job 

seekers to the area where the job will be done is calculated. The task of the location manager 

is to locate the nearest recommended job seeker to the area where the job will be done given 

the current position coordinates (latitude and longitude) of the job seeker. The markers are used 

on the map to store job seekers locations and the coordinates are stored in MySQL database. 

The database stores markers that are identified by a name and contains coordinates of latitude 

and longitude as illustrated in Fig 4.9.  

 

Fig 4.9 - Screenshot of Coordinates and Location from MySQL Database 

After placing the marker of the locations in Google Maps using JavaScript, the output on the 

map will be as illustrated in Fig 4.10. Flag markers on the map represent current locations of 

recommended job candidates and a pin maker represents the place where the job will be done. 
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Fig 4.10 - Marker of Locations in Google Maps 

Now that the markers are in the correct location, it is important to filter them according to the 

distance from the area where the job will be done. The distance is determined through a circular 

area, defined by some distance that is named search radius as illustrated in Fig 4.11. 
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Fig 4.11 – Recommended Search Radius 

To define the search radius in Fig 4.11, the initial point was the area where the job was going 

to be performed. The distance of 110 kilometers from the initial point was used as the radius 

and the circular area was generated. To find the locations inside the circular area, equation 16 

in section 3.6 was used and recommended is shown in Fig 4.12. 
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Fig 4.12 - Recommended Locations 

4.8 CHAPTER SUMMARY 

This chapter presented how the prototype of the recommender system was implemented and 

the results that the prototype achieved. Firstly, the requirements that the system need to achieve 

were classified into functional and non – functional requirements. Next, the programming 

environments that were used for building the prototype were explained. Likewise, various 

aspects of the GPS were explained. 

Furthermore, the proposed content-based recommender engine was clarified. Datasets that 

were used to test the prototype were also demonstrated. Lastly, the prototype implementation 

and results were clearly demonstrated. This was initiated from the implementation of the 

mobile application and finalized by recommendation of suitable job seekers that were closest 

to the area where the job was to be done. The following chapter will elaborate on how the 

system was evaluated.  
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CHAPTER 5: SYSTEM EVALUATION 

5.1   INTRODUCTION 

Since the prototype of the MPJERS is a client server architecture, the recommender system 

was evaluated on both the client and server side. In this chapter, the focus is on how the 

recommender system was evaluated. Both the client side and the server side were evaluated for 

performance. 

The evaluation of the recommender system was done offline. Offline experiments are 

performed using pre-collected datasets. The datasets are used to simulate the behaviour of users 

that interact with a recommender system while there is no real interaction with users. The 

datasets used in this study were obtained from Kaggle website (www.kaggle.com). 

5.2 CLIENT-SIDE EVALUATION 

In regards to evaluating the client side’s performance, perfecto mobile testing tool was used to 

check the performance of the developed mobile application. The next section elaborates on 

how performance of a mobile application was evaluated. 

5.2.1 Mobile application performance 

So as to assess the performance of the mobile application in the client side, we utilized Perfecto 

mobile which is one of android debugging tool. Debug checks are a fundamental piece of the 

application and they can screen an application that is running, giving bits of knowledge to the 

exhibition of the application through its utilization of system resources.  To assess the 

developed mobile application, we ran it on a real android gadget and we ran the functionalities 

that are offered by the application, such as generating a user profile, uploading a CV, viewing 

available jobs and so on. 

The initial form of debug check that was inspected was about the gadget's CPU. Fig 5.1 illustrates 

a historic the CPU's utilization graph over the time the application was being utilized. 

http://www.kaggle.com/
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Fig 5.1 - CPU Utilization Graph 

Fig 5.1 indicates that the most elevated level of CPU utilization was 40% and, as demonstrated on 

the meter view in Fig 5.2, CPU usage could reach up to 200%, since the android gadget that was 

utilized had a dual-core processor. 

 

Fig 5.2 - CPU utilization meter view 

Through the memory check, there was an option to verify that the application expected to utilize 

just 21.8 MB, which comprises the 1.1% of the overall system memory. The outcomes in regards 

to the memory utilization can be found in the subsequent meter view. 

 

Fig 5.3 - Memory utilization meter view 
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With regards to vitality effect of the developed mobile application, the pie chart in Fig 5.4 shows 

the normal vitality usage by the various components. It may very well be seen that the overhead is 

liable for most of the vitality that is being utilized. This can be simply clarified by the way that the 

application performs numerous activities so as to send and get information from the system’s 

database and such interchanges frequently lead to broad overhead cost. 

 

Fig 5.4 - Vitality usage pie chart 

At last, in regards to the system activity all through the performance of the previously mentioned 

operations of the mobile application, we saw that 0.4 MB were found by the device and just 11.2 

KB were sent by it. 

 

 

Fig 5.5 - System activity 

5.3 SERVER-SIDE EVALUATION 

The server side of the MPJERS was evaluated for performance and accuracy. Performance 

measures of precision and recall were used to evaluate the document classification while 

accuracy measure was used evaluate the location correctness. The next section presents the 

details of both document classification and location correctness. 

5.3.1   Document Classification 

To evaluate the text classification algorithm, the results of the real output were compared with 

the results of the classification process. The metrics used were the number of True Positives, 

True Negatives, False Positives and False Negatives. In this setting, True Positives measure 
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the precision of the system to detect if the current document is one of the relevant documents 

to be classified. A True Negative measure how good the system detects non-standard 

documents and classify these documents as “Other”. False Positive measures if the system fails 

to classify a document that is supposed to be labelled as “Others” and instead is labelled as one 

of the relevant documents. On the other hand, a False Negative occurs when a relevant 

document is tagged as “Others” and therefore misclassified. 

Table 5.1 – Document Classification results 

System Classification 

Relevant Other 

1395 0 Relevant Real Classification 

8 36 Other 

As it can be seen in Table 5.1, the number of relevant documents that were acceptably classified 

is 1395 from 1431. Also, all the documents that were supposed to be categorized as others were 

classified properly as well. Only eight documents were incorrectly classified as “Others”. This 

is because some of the document were scanned images not text documents making the system 

not able to fail to extract data from them. To evaluate the document classifications, precision, 

recall and F1 scores were calculated as shown in section 3.9. Firstly, precision was calculated 

using equation 24 and the precision value was obtained as 0.994. Then the recall value was 

obtained as 0.975 after applying equation 25. Finally, a single metric that combines precision 

and recall using the harmonic mean, the F1-Score of the classification system was obtained as 

0.984 and was calculated by applying equation 26.  

Table 5.2 – Evaluation Metrics 

Metric Result 

Precision 1395/(1395+8) = 0.994 

Recall 1395/(1395+36) = 0.975 

F1 – Score (relates precision and recall) 

2 ∗ 0.994 ∗ 0.975

0.994 + 0.975
= 0.984 
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Table 5.2 uses the data from Table 5.1 to calculate the metrics that help to evaluate 

recommendation obtained in a more precise way. These metrics can then be analyzed. 

Analyzing the calculated metrics, it can be concluded that the performance of the MPJERS is 

of very high quality as illustrated by the precision and recall curve in Fig 5.6.  

 

Fig 5.6 - Precision and Recall curve 

5.4 CHAPTER SUMMARY 

This chapter presented how the proposed recommender system was evaluated. The proposed 

system prototype uses a client – server architecture, thus, the system was evaluated on both the 

client and the server side. The perfecto mobile testing tool was used to test the mobile 

application’s performance in the client side. On the other hand, precision and recall were used 

as the measure of performance in the server side. The next chapter will give the conclusion and 

suggestions for the what can be improved in the system. 
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CHAPTER 6: CONCLUSION AND FUTURE WORK 

6.1 INTRODUCTION 

This chapter outlines the conclusion and future work after completion of this research study. 

The conclusion is derived on whether the research was able to achieve its aim and objectives 

and the future work outlines the suggestions that can help improve the system. 

6.2 CONCLUSION 

This research project proposed a temporary job employment recommender system for mobile 

users. Recommendation for a job is separated into two parts: Initially, the similarity between 

job seekers’ resume text documents and recruiters job description text documents is calculated 

using cosine similarity and resumes with highest similarity scores are shortlisted. Lastly, 

shortlisted job seekers proximity to the area where the job will be done is checked and nearest 

job seeker to the place of work is recommended for the temporary job. 

To recommend the most appropriate resumes, both resumes and job description text documents 

were structured into a suitable format for information retrieval using TDF-IDF and the major 

preprocessing techniques. After preprocessing of text documents, resume documents are 

grouped into different clusters of similar documents. Finally, similarity between job description 

and resumes was calculated a shortlist of recommendation was done.  

To check the proximity of shortlisted mobile job seekers to the area where the job will be done, 

the current location of the mobile job seekers is obtained through the location manager. The 

longitude and latitude coordinates of both job seekers’ current position and the area where the 

job will be done are then displayed on Google maps. Markers are used to show the coordinates 

of shortlisted candidates and the distance from the place of work is determined by the search 

radius from the place of work. The closest candidate to the place of work are then recommended 

for a specified temporary job. 

In order to evaluate the performance and effectiveness of the system, the evaluation metrices 

of precision and recall were measured on the resume text documents. The value of precision 

was found to be 0.994 and recall value was 0.975. To combine precision and recall, the F1 

measure (harmonic mean) was calculated and the value of 0.984 was found. These results 

implied that the system performance is very impressive and hence the system is effective as all 

the results were correct. The system was able to achieve all the functional and non-functional 

requirements that were set in section 4.2.  
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6.3 FUTURE WORK 

Even though the proposed MPJERS could answer the research question in this dissertation, it 

is clear additional work could still be done to extend the functionalities and further evaluate 

the recommender system, while also adding more value to the to the developed system. 

A hybrid recommender system that combines content–based and collaborative filtering 

algorithm can be developed to reduce the problems related in using only content-based. These 

problems may include the sparsity problems that can occur when adding new users in the 

system. 

Furthermore, to evaluate the prototype more precisely, the actual users’ feedback will be very 

useful. It would help to generate a better user experience to the system and the recommendation 

criteria of the system can be expanded based on the users’ needs. Also, the actual user 

interaction with the mobile application would help to evaluate the scalability of the system, 

more especially if it is going to be used in real world environment.  
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