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ABSTRACT 

One of the main research topics in Semantic Web is the semantic extraction of knowledge 

stored in relational databases through ontologies. This is because ontologies are core 

components of the Semantic Web. Therefore, several tools, algorithms and frameworks are 

being developed to enable the automatic conversion of relational databases into ontologies. 

Ontologies produced with these tools, algorithms and frameworks needs to be valid and 

competent for them to be useful in Semantic Web applications within the target knowledge 

domains. However, the main challenges are that many existing automatic ontology 

construction tools, algorithms, and frameworks fail to address the issue of ontology 

verification and ontology competency evaluation. This study investigates possible solutions 

to these challenges.  The study began with a literature review in the semantic web field. The 

review let to the conceptualisation of a framework for semantic knowledge extraction to deal 

with the abovementioned challenges. The proposed framework had to be evaluated in a real 

life knowledge domain. Therefore, a knowledge domain was chosen as a case study. The data 

was collected and the business rules of the domain analysed to develop a relational data 

model. The data model was further implemented into a test relational database using Oracle 

RDBMS. Thereafter, Protégé plugins were applied to automatically construct ontologies from 

the relational database. The resulting ontologies are further validated to match their structures 

against existing conceptual database-to-ontology mapping principles. The matching results 

show the performance and accuracy of Protégé plugins in automatically converting relational 

databases into ontologies. Finally, the study evaluated the resulting ontologies against the 

requirements of the knowledge domain. The requirements of the domain are modelled with 

competency questions (CQs) and mapped to the ontology using SPARQL queries design, 

execution and analysis against users’ views of CQs answers. Experiments show that, although 

users have different views of the answers to CQs, the execution of the SPARQL translations 

of CQs against the ontology does produce outputs instances that satisfy users’ expectations. 

This indicates that Protégé plugins generated ontology from relational database embodies 

domain and semantic features to be useful in Semantic Web applications.   
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CHAPTER 1 

INTRODUCTION 
 

1.1 Background 

 

Semantic Web has been a topic of interest since its introduction in 2001 by Tim Berners-Lee, 

the founder of the World Wide Web (Zhang 2007; Abid & Javed 2013). From a few studies 

(Sadeh & Walker 2003; Zhang 2007; Khozoie 2012) it can be deduced that Semantic Web is 

a web of data from different sources that are linked together to create an integrated and 

structured global data space. This is quite different from the current Web that is composed of 

linked documents. The Semantic Web is not aimed to replace the current Web; it is an 

extension that extracts information and structures it in such a way that it can be understood by 

machines and human beings (Madhu, Govardhan & Rajinikanth 2011). 

 

For Semantic Web to be fully realised, there had to be enabling technologies. Berners-Lee 

(2001) and the World Wide Web Consortium (W3C) ensured that there are standardised 

technologies on which semantic web can be built. The initial development was based on 

Extensible Markup Language (XML) and the Resource Description Framework (RDF) 

(Zhang 2007). Other technologies have since been added to the list of standardised 

technologies. Examples of such technologies are Resource Description Framework Schema 

(RDFS), Web Ontology Language (OWL) and SPARQL amongst others (Madhu et al. 2011; 

Khozoie 2012; Zemmouchi-Ghomari & Ghomari 2013a). RDF and OWL are Semantic Web 

languages utilised to represent ontologies (Madhu et al. 2011) and SPARQL is a formal query 

language used to query ontologies (Zemmouchi-Ghomari & Ghomari 2013a).  

 

Ontology is an explicit specification of a conceptualisation which describes semantics of 

data, providing a shared and common understanding of a knowledge domain (Cristani & Cuel 

2004). Ontology is the most important technology in Semantic Web; it is the backbone of any 

Semantic Web application (Gali, Chen, Claypool & Uceda-Sosa 2005; Imandi & Rizvi 2012; 

Madhu et al. 2012; Spanos, Stravrou & Mitrou 2012). On that note, ontology needs to be 

accurate and competent to create useful Semantic Web applications and be of a great use in 

the target knowledge domain. A competent ontology is the one that can satisfy the 

requirements of the knowledge domain meeting end users’ expectations. One of the popular 
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ways to test the competency of any ontology is by using competency questions to ascertain 

whether the ontological commitments are adequate to support its use and purpose of design 

(Annamalai & Sanip 2010). Further, it is argued that, the increasing use and growing interest 

in Semantic Web technologies has escalated the need and demand for competent ontologies 

(Annamalai & Sanip 2010; Fernandes, Guizzardi & Guizzardi 2011).  

 

Semantic Web technologies are being applied in various domains to build intelligent web 

applications based on ontologies. One of the main research topics in Semantic Web is the 

semantic extraction of knowledge stored in relational databases through ontologies. Tirmizi, 

Sequeda & Miranker (2008) and Sequeda, Marcelo & Miranker (2012) argued that relational 

databases are very important to the success of Semantic Web because most websites have 

relational databases as their source of information.  

 

Different attempts have been made in Semantic Web research to propose methods that aim to 

present data stored in relational databases on the semantic web (Tirmizi et al. 2008; Sequeda 

et al. 2012; Spanos et al. 2012). In fact, many researchers and domain experts have developed 

tools, algorithms and frameworks for converting relational databases into well-structured 

ontologies so they can be presentable and queried on the semantic web (Nyulas, O’Connor & 

Tu 2007; Cerbah 2008; Zhou, Ling, Han, & Zhang 2010; Pasha & Sattar 2012; Jain & Singh 

2013;).  

1.2 Problem Statement 

 

Relational databases are the main sources of structured data for government institutions and 

businesses. This is a reason behind the widespread use of relational database management 

systems (RDBMS) like DB2, Oracle and Microsoft SQL Server (Lin 2008) and why more 

websites rely heavily on databases as the source of information (Tirmizi et al. 2008; Sequeda 

et al. 2012). As mentioned above, different tools, algorithms, and frameworks are being 

introduced (Cerbah 2008; Zhou et al. 2010; Pasha & Sattar 2012; Jain & Singh 2013) to make 

sure that data from relational databases can be exploited on the Semantic Web.  However, 

many of these tools, algorithms, and frameworks fail to fully address the issue of ontology 

verification and ontology competency evaluation. To address these problems, there is a need 

to investigate solutions that will ascertain that ontology verification and ontology competency 

evaluation is addressed while practically applying existing Semantic Web technologies, tools 
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and algorithms to semantically extract knowledge from relational databases. This will ensure 

that the extracted knowledge is accurate and useful to the knowledge domain. 

1.3 Research Objectives 

 

The aim of this study is to investigate solutions for automatically extracting and validating 

semantic knowledge from relational databases. 

 

The main objectives are: 

 

1) To investigate and identify the shortcomings of existing Semantic Web techniques 

used to semantically represent knowledge from relational databases. 

2) To develop a framework for the semantic extraction of knowledge from relational 

databases which will address the identified challenges.  

3) To conduct experiments to demonstrate the feasibility of the proposed framework. 

 

1.4 Methodology 

This study was carried out using a combination of qualitative and quantitative research 

approaches. The study began with a thorough literature review of semantic web and ontology.  

The literature review was conducted to obtain information on the existing tools, algorithms 

and framework used to represent relational databases on the Semantic Web. The literature 

review then led to the conceptualisation and design of the proposed framework. The proposed 

framework had to be practically implemented to demonstrate its feasibility.  Then a series of 

experiments were carried out in a chosen knowledge domain. In preparation of the 

experiments, the Tropos Methodology (Fernandes et al. 2011) and the Competency Questions 

Translation Approach (Zemmouchi-Ghomari & Ghomari 2013a) were used. The Tropos 

Methodology was used to get a set of competency questions from the business requirements 

of the knowledge domain, whereas, the Competency Questions Translation Approach was 

used to design SPARQL queries from the set of competency questions.  

 

1.5 Dissertation Outline  

Chapter 2 covers the literature review of this study. Chapter 3 outlines the materials and 

methods applied in the study. In chapter 4, the proposed framework for semantic knowledge 
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extraction from relational database is presented. Chapter 5 presents knowledge domain 

modelling. In chapter 6, the framework is applied practically, tested and analysed in a series 

of experiments. Lastly, chapter 7 concludes the study, provides relevant recommendations 

and outlines future work.  

 

1.6 Original Contributions 

The original contributions made by this study are as follows: 

1. In Chapter 4, a proposed framework for semantic knowledge extraction from 

relational databases is presented. The framework aims to serve as a practical guideline 

for the extraction, evaluation and validation of ontology from relational database.  

2. In Chapter 5 Subsection 5.2, we present a relational data model for the South African 

municipality domain with the focus being on the information systems for service 

delivery. We conducted a case study of the knowledge domain and developed the 

model de novo. The test relational database used in the experiments was based on this 

model. This original work was published in Mogotlane & Fonou-Dombeu (2014a).  

3. In Chapter 6 Subsection 6.3, we present ontology verification through conceptual 

mapping rules/principles to verify mapping accuracy of Protégé plugins for automatic 

relational database to ontology construction. This work was published in Mogotlane 

& Fonou-Dombeu (2014b). 

4. In Chapter 6 Subsection 6.3, we apply an approach to evaluate the competency of 

ontologies that was derived from relational databases through the use of competency 

questions and users’ views of their answers. This work was submitted for review to 

2015 Annual Conference of the South African Institute of Computer Scientists and 

Information Technologies (SAICSIT 2015). 
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CHAPTER 2 

LITERATURE REVIEW 
 

2.1 Introduction 

This chapter provides more details on semantic web and ontology. Thereafter, the 

background on relational database on the semantic web which covers existing RDB to 

ontology mapping principles, and RDB to ontology conversion tools, and algorithms is 

presented. Lastly, the chapter provides information on ontology competency evaluation using 

competency questions in ontology engineering.   

 

2.2 Semantic Web 

Simply, semantics is associated with “meaning” and has been addressed in different ways by 

many research areas such as information retrieval, artificial intelligence, and database 

management (Sheth, Ramakrishnan & Thomas 2005).  Semantics play a centre role in 

Semantic Web as an automated approach to exploit web resources (Sheth et al. 2005). The 

word “Semantic” in Semantic Web means that the meaning of web resources such as online 

data cannot only be discovered and interpreted by people, but by computers as well (Madhu 

et al. 2011). The idea of Semantic Web was conceptualised by Tim Berners-Lee in 2001 

(Zhang 2007; Abid & Javed 2013).  Berners-Lee et al. (2001) described Semantic Web as an 

extension of the current web (World Wide Web) where machines will have the capability to 

fully understand the data that they merely display on web pages. The vision here was to 

enable machines and humans to understand the content of the web, where intelligent software 

agents can be created to manipulate numerous web resources to structure meaningful 

information on behalf of the user (Berners-Lee et al. 2001). Semantic Web has since grown 

into a very active research field with many authors adding different definitions to support to 

the original concept.   

In (Levshin 2010), Semantic Web is described as a concept that was mainly introduced with 

the aim of allowing computer agents to intelligently process information from different 

sources to make it more meaningful. For semantic web to be fully realised, web resources 

need to be annotated with machine understandable descriptions formally defined with 

ontology (Lu, Dong & Fotouhi, 2002). Abid & Javed (2013) tipped ontology to be “one of the 
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pillars of semantic web”. Ontologies form a great part of Semantic Web because they 

represent formal semantics which are machine readable (Sheth et al. 2005). Ontology aims to 

express and enable meaningful associations between a set of concepts or entities in a 

particular knowledge domain (Zhang 2007).  

2.3 Ontology  

Ontology is a concept from philosophy which deals with the nature of being. The term was 

adopted by the knowledge engineering, databases and software engineering communities and  

is given different definitions for different purposes (Corcho, Fernandez-Lopez & Gomez-

Perez 2003). These communities use ontology in different areas such as natural language 

processing, intelligent information integration, the semantic web, etc. (Corcho et al. 2003). A 

popular definition of ontology is provided by Gruber (1993) who defined it as “an explicit 

specification of a conceptualization”, where conceptualisation represents vocabulary of 

concepts, objects and their definitions in a certain knowledge domain of interest (Gruber 

1993). In the context of semantic web, Imandi & Rizvi (2012) described ontology as a 

conceptualization in which knowledge is structurally represented to facilitate interoperability 

amongst different web resources.   

 

2.4 Relational Database to Ontology Mapping  

Many studies have tackled the issue of converting relational databases into ontology.  

Sequeda et al. (2012) stated that automatic translation of relational databases to RDF is 

central to the full realisation of the Semantic Web. Their study presented a non-monotone 

direct mapping method that deals with the migration of relational databases to the Semantic 

Web. The non-monotone direct mapping method detects and eliminates any inconsistencies 

that may exist in the relational database before any migration of data into the RDF/OWL 

format. In Tirmizi et al. (2008) a method to convert relational data into OWL ontology is 

discussed. The resulting OWL ontology can be queried semantically and presented on the 

Semantic Web. This is done via a system that does the automatic transformation of SQL 

schemas into OWL DL (description logic) ontologies. However, Levshin (2010) argued that 

the existing methods that deal with the conversion of relational data to RDF/OWL ontologies 

ignore the constraints that are set on the foreign and primary keys. This may cause loss of 

meaning during the conversion. Therefore, a technique for mapping relational databases 

schemas to the Semantic Web without losing meaning is presented (Levshin 2010).    
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Spanos et al. (2012) took this further by bringing forward problems that relates to relational 

databases-to-ontology mapping. Their study outlined solutions to specific problems like the 

creation of ontology from an existing database instance and mapping an existing database 

instance with an existing ontology. On the problem of creating ontology from existing 

database instance, the study discussed a method that performs the mapping of relational 

database schemas into RDF Graphs; the resulting RDF Graphs may be stored in a file and 

accessed via SPARQL queries and Linked Data access modes (Spanos et al. 2012).  

The research by Dou, Qin & Lependu (2010) presents an algorithm for integrating relational 

databases data into Semantic Web called OntoGrate. OntoGrate aims to integrate Semantic 

Web and relational databases in a highly automatic manner by combining an ontology 

mapping system, an inference engine and syntax wrappers. The OntoGrate has five 

components, namely, ontology matching, rule miner, inference engine, query interface, and 

syntax wrappers (Dou et al. 2010). 

A method for automatic construction of ontology from relational databases, namely, 

Ontology Acquisition from Relational Database (OARDB) is presented in Meng, Ling & 

Zhou (2010). OARDB works with normalised relational databases, it utilises reverse 

engineering methods to extract relational database schema information. The method has the 

following four main steps: extraction of relational database schema information, analysis of 

the relational database schema information, retrieval of tuples from the relational database, 

and mapping of tuples to ontological instances.  The study recommends the use of Java API 

in the first and second steps.  

Astrova & Stantic (2004) presented a novel approach to reverse engineering of relational 

databases to ontologies; the approach extracts the semantics of the relational databases 

without explicitly analysing their underlying relational schema. According to the study this is 

done by analysing the HTML forms that acts as a front-end to the underlying relational 

databases. In this reverse engineering of relational databases to ontologies approach, HTML 

forms are viewed as an important tool for relational database data entry and display.  Some of 

the reasons why HTML forms are analysed is because they are a popular interface to 

communicate with a relational database and they are well placed to assist users in 

understanding the semantics of data from the relational database. HTML forms can also assist 

to hide badly-designed and de-normalised relational databases during ontology construction. 

The approach consists of three main steps: extracting Model schema from HTML Forms, 
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schema transformation which entails application of mapping rules to construct an ontology, 

and Data migration which deals with the population of the ontology.   

 

A method that enables Semantic Web Applications to query data from relational databases 

using locally constructed ontology is presented in Sedighi & Javidan (2012). The method is 

divided into two phases, namely, construction of the local ontology and query of the 

relational database via RDQL. Laclavik (2006) presented a unique relational database to 

ontology mapping approach called RDB2Onto. RDB2Onto is based on Java, Jena 

Framework/Sesame and MySQL Relational Database Management System (RDBMS). 

However, it can also be applied to other RDBMs using Java Database Connectivity (JDBC) 

connector. RDB2Onto converts selected relational database data to an RDF/OWL ontology 

using a SQL query with a defined template.  

 

Jia & Yue (2009) proposed an ontology construction 3-Tuple model which utilised object-

relational databases (ORDB) schema. The model consists of the following: ORDB which is 

the data source, a rule library which contains a set of ontology construction rules, and an 

ontology representation language (OWL). Jia & Yue (2009) argued that object-relational 

database offers an easier way to obtain the ontology concepts than constructing them from 

RDB directly.  

 

An approach called MARSON (Mapping between relational schemas and ontologies) is 

introduced in Hu & Qu (2007). The approach discovers simple mappings between a relational 

database schema and an ontology. The mappings can be discovered by using a two-phased 

paradigm which entails the search of simple mappings between entities in the relational 

database schema and the ontology, and the development of complex composition based on 

simple mappings. MARSON was practically implemented using Java SE6. MARSON 

consists of the following phases: classification of entity types, discovery of simple mappings, 

validation of mapping consistency, and construction of contextual mappings.   

 

Auer & Ives (2007) proposed a semantic web solution OWLDB developed with a platform 

called Powl. Powl a semantic web tool based on PHP. The OWLDB solution is an approach 

for integrating relational databases and description logic based ontologies. OWLDB is similar 

to OntoGrate from Dou et al. (2010) presented earlier. Like OntoGrate, OWLDB’s aim is to 

integrate ontology and database under one query interface. The design of OWLDB includes: 
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a serialiser for exporting ontologies from various formats, a RDBMS (preferably MySQL), 

the subsumption reasoned and instance classifier, an API and SPARQL interface based on 

PHP, and the Powl’s Web front-end. OWLDB is currently available as an Open-Source tool.  

 

2.5 Ontology Competency Evaluation 

Several studies have discussed the use of competency questions to evaluate the competency 

of ontology (Lin & Sakamoto 2009; Annamalai & Sanip 2010; Fernandes et al. 2011; Fonou-

Dombeu & Huisman 2011; Nemuraite & Paradauskas, 2012; Bezerra, Freitas & Santana 

2013; Zemmouchi-Ghomari & Ghomari 2013b; Porwol, Ojo & Breslin 2014). In Annamalai 

& Sanip (2010), a tool to support the evaluation of ontology competency during its creation 

within Protégé is proposed. Competency questions are used to perform the evaluation; the 

authors advocated the use of formative evaluation which helps to ensure that the right 

ontology is built from the beginning through progressive validation of the conceptualisation. 

Another study by Lin & Sakamoto (2009) used competency questions to build ontology in the 

genetic disease domain.  

Competency questions are used to design an e-Participation ontology in Porwol et al. (2014); 

they served to capture the requirements as well as to test the competency of the final 

ontology. In Fonou-Dombeu & Huisman (2011), the Uschold and King (1995) methodology 

was applied to build domain ontology. Competency questions were formulated and used to 

improve the corpus of concepts of the ontology. An interesting study in Zemmouchi-Ghomari 

& Ghomari (2013b) applied the NeOn methodology to build an ontology called HERO. The 

requirements of the domain were captured with eighty one (81) competency questions in the 

specification phase of HERO ontology development process. Furthermore, the CQT approach 

(Zemmouchi-Ghomari & Ghomari 2013a) was applied to evaluate the ontology.  

In Nemuraite & Paradauskas (2012), competency questions are used to formulate and 

confirm ontology requirements in an ontology building methodology. Furthermore, the 

resulting competency questions are translated into SPARQL and tested using Protégé.  

Another study  (Fernandes et al. 2011), discussed the use of competency questions in various 

ontology engineering methodologies including the Neon Methodology, Uschold and King 

and Method 101, and proposed the Tropos Methodology (goal modelling) which can be used 

by ontology engineers to capture and model competency questions. The Tropos Methodology 
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is an agent-oriented software engineering methodology which is founded on the concepts of 

actor and goal (Fernandes et al. 2011).  

Competency questions are used to evaluate ontology in Bezerra et al. (2013). A tool called 

CQChecker is proposed to evaluate whether CQs are answered by the ontology. The 

algorithm of the CQChecker split a CQ into tokens. Thereafter, the tokens are used to retrieve 

classes and instances from the ontology. These classes and instances are considered as the 

answer to the CQ. Although the work by Bezerra et al. (2013) is closely related to this study 

regarding ontology evaluation, the proposed algorithm has not been empirically validated 

with a rigorously defined set of CQs as well as ontology of a domain of knowledge to justify 

its feasibility. In fact the proposed algorithm of Bezerra et al. (2013) has been tested with 

only a small and randomly selected set of CQs and it is unclear which ontologies were used. 

Furthermore, it was reported that 10 CQs were used to test the proposed algorithm; however, 

only one CQ is discussed in the study, making the evaluation of the algorithm too simplistic. 

Moreover, the study did not focus on the particular case of ontology automatically 

constructed from relational database (Bezerra et al. 2013). 

Most of the studies discussed above used CQs while building ontology from scratch. In these 

studies, CQs are used to capture the requirements of the knowledge domain (e-Participation, 

Porwol et al. 2014), and government (Fonou-Dombeu & Huisman 2011), etc.) to build the 

ontology. The literature indicates that there are no studies that has focused on using CQs to 

evaluate ontology automatically constructed from a relational database as proposed in this 

study.  

2.5 Conclusion 

This chapter provided a background of semantic web and ontology. The chapter also 

provided a discussion of different studies that were carried out to deal with the conversion of 

relational database into ontology. Finally, a background on the use of competency questions 

to evaluate the competency of the ontology was provided. The next chapter presents the 

materials and methods used in the study.   
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CHAPTER 3 

MATERIALS AND METHODS 

3.1 Introduction 

This chapter discusses the materials and methods used in the study. They include: relational 

database, ontology, conceptual database to ontology mapping principles, competency 

questions, Tropos Methodology, Competency Question Translation approach and Iterative 

approach. The competency questions (CQs) of the domain are built using the Tropos 

Methodology, whereas, the Competency Question Translation (CQT) approach is applied to 

design the SPARQL queries representation of CQs. 

3.2 Relational Database to Ontology Mapping  

This section provides the definitions of relational database and ontology as well as the 

conceptual database-to-ontology mapping rules/principles, tools and algorithms. 

3.2.1 Relational Database 

A relational database is a data model which includes sets of relationships, attributes, and 

basic types (Zhang & Li 2011). A relational database could be represented in the form of a 

relational database schema (Navathe 1992). The relational database schema defines the 

structure of the database (Mahmood, Burney & Ahsan 2010) and consists of the following 

main elements (Li, Du & Wang 2005; Zhou et al. 2010; Telnarova 2010; Zhang & Li 2011; 

Saleh 2011): 

• Relation - database table with a set of columns, rows and constraints. 

• Attribute - column of a database table. 

• Tuple - record or row of a database table. 

• Domain - data type of a column of a database table. This is the type of values that can 

be present in a column e.g. Integer values etc. 

• Primary Key - a constraint placed on a column to maintain entity integrity in the table. 

A primary key maintains unique rows in the table. 
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• Foreign Key - a constraint placed on a column to maintain referential integrity. A 

foreign key maintains relationships among database tables. 

 

A relational database can have different types of relationships between its tables. The 

relationships are maintained by the use of foreign keys. Consider two related tables T1 and 

T2 with sets of rows R1 and R2, respectively. The possible relationships between the tables 

of the relational database are as follows: 

• One to One relationship - one row r1i ∈ R1 (1 ≤ i ≤ n) in T1 corresponds to only one 

row r2j ∈ R2 (1 ≤ j ≤ m) in T2, where n and m are the numbers of rows in T1 and T2, 

respectively, i.e., only one row in T1 corresponds to only one row in T2. 

• One to Many relationship - each row r1i ∈ R1 (1 ≤ i ≤ n) in T1 corresponds to s2j ∈ R2 

(1 ≤ j ≤ m) in T2, where s2j = {r2k, 1 ≤ k ≤ m} is a set of rows in T2, n and m, the 

numbers of rows in T1 and T2, respectively. This means that one row in T1 can have 

many corresponding rows in T2. In this relationship, a primary key in T1 will be a 

foreign key in T2. 

• Many to Many relationships - a set a rows s1i ∈ R1 (1 ≤ i ≤ n) in T1 corresponds to a 

set of rows s2j ∈ R2 (1 ≤ j ≤ m) in T2, where n and m are the number of rows in T1 

and T2, respectively, i.e., many rows in T1 corresponds to many rows in T2. These 

relationships are normally resolved by a use of bridge tables. 

3.2.2 Ontology 

Ontology is a knowledge base system representing the common and shared 

vocabularies/concepts within a specific domain as well as the relationships between them (Li 

et al. 2005; Zhou et al. 2010; Telnarova 2010). Typical ontology elements are concepts, 

relationships/properties, axioms and instances (Zhang & Li 2011; Saleh 2011). A concept is 

the basic component of ontology. The relationships/properties between concepts define how 

concepts are semantically related to each other in the ontology. Axioms are the statements in 

the ontology, i.e., the logical combinations of concepts and properties. The instances are the 

occurrences/values of concepts or properties in the ontology. The popular languages for the 

formal representation of ontology are RDF and Web Ontology Language (OWL). However, 

OWL is preferred over RDF (Li et al. 2005; Jia & Yue 2009) due to the weak expressive 
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power of the RDF language (Li et al. 2005; Jia & Yue 2009). It is also considered to be the 

most advanced ontology representation language (Lemaignan, Dantan, & Semenenko 2006). 

The common keywords of the OWL language for representing ontology elements are defined 

below (Li et al. 2005; Lemaignan et al. 2006; Telnarova 2010; Zhang & Li 2011; Gherabi, 

Addakiri & Bahaj 2012; Sedighi & Javidan 2012): 

1) Class: It represents a concept of ontology in OWL (Li et al. 2005; Jia & Yue 2009). 

An example of OWL representation of a class named PropertyType is given in the 

line of code below. 

<owl:Class rdf:ID = "#PropertyType" /> 

     2) Object Property: This OWL construct defines relationships between ontology classes 

(Zhang & Li 2011). Object Properties are defined using domains and ranges which are the 

classes that are in relation with one another (Zhou et al. 2010). The following code presents 

an OWL Object Property named PropertyTypeIDInstance. The domain of the 

PropertyTypeIDInstance Object Property is the PropertyService class and its range the 

PropertyType class, i.e., PropertyService and PropertyType are in a relation with one another. 

<owl:ObjectProperty rdf:ID="#PropertyTypeIDInstance"/> 

<rdf:type rdf:resource="#functional property"/> 

<rdfs:domain rdf:resource="#PropertyService"/> 

<rdfs:range rdf:resource="#PropertyType"/> 

</owl:ObjectProperty/> 

 

     3) Datatype Property: It represents the attributes of ontology classes in OWL (Gherabi et 

al. 2012). Datatype Properties are also defined using domains and ranges; here, the domain 

represents a class that the property belongs to and range represents the type and limit of data 

that the property can store (Zhou et al. 2010). An example of OWL Datatype Property named 

Description is given in the code below. The domain of the Datatype Property is the 

PropertyType class and the range is String. The range indicates that Description Datatype 

Property represents string values. 

<owl: DatatypeProperty rdf:ID="#Description"/> 

<rdfs: domain rdf:resource="#PropertyType"/> 

<rdfs:range rdf:resource="XMLSchema#string"/> 

</owl:DataTypeProperty/> 
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      4) Individual: It is an instance of a class or property. An example of an Individual named 

PropertyTypeInstance is given in the OWL code below. This is an instance of the 

PropertyType class. 

 <owl:PropertyType rdf:ID="#PropertyTypeInstance"/> 

<owl: PropertyTypeID rdf: datatype="&xsd; int">1< owl:PropertyTypeID/> 

<owl:Descripion      rdf:datatype="XMLSchema#string">Residential 

<owl:Description/> 

<owl:Ratable rdf:datatype="XMLSchema#string">Yes <owl:Ratable/> 

 

Class, Object Property, and Datatype Property are the main OWL elements as they represent 

ontology concepts, relationships between the concepts and attributes of the concepts. Classes 

and properties are components upon which the ontology hierarchy is built (Li et al. 2005). In 

the OWL hierarchy, owl:Thing is the base class and any other class in the ontology inherits 

from it (Gherabi et al. 2012). The next Subsection presents existing mapping rules that 

govern the conversion of a relational database into OWL ontology. 

3.2.3 Conceptual Relational Database to Ontology Mapping Rule/Principles 

The process of converting a relational database into ontology follows certain mapping 

rules/principles (Li et al. 2005; Cullot et al. 2007; Telnarova 2010; Zhou et al. 2010; Zhang & 

Li 2011; Gherabi et al. 2012; Pasha & Sattar 2012; Sedighi & Javidan 2012). Mapping rules 

define how relational database components including Tables, Columns, Foreign Keys, etc., 

can be converted into ontology components such as Classes, Properties, Instances, etc. In this 

Subsection, existing mapping rules are discussed using a sample relational database schema 

in Figure 3.1. The mapping rules used to convert the database tables in Figure 3.1 into OWL 

ontology constructs are presented below. 

 

Figure 3.1: Sample Relational Database Schema 
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     1) Rule 1 - Mapping of Tables to OWL Classes: Each table in the relational database is 

mapped into ontology OWL class with similar name except for bridging bridge tables that are 

used to resolve many-to-many relationships (Zhou et al. 2010; Zhang & Li 2011; Gherabi et 

al. 2012; Sedighi & Javidan 2012). On that note, only all the four tables in Figure 3.1 are 

mapped to OWL classes as in the sample code below. 

<owl:Class rdf:ID = "#PropertyType" /> 

<owl:Class rdf:ID = "#Service" /> 

<owl:Class rdf:ID = "#Customer" /> 

<owl:Class rdf:ID = "#Query" /> 

<owl:Class rdf:ID = “PropertyService” /> 

The PropertyService table (Figure 3.1) would not be was also converted to an OWL class 

because it is simply   it couldn’t be recognised as a bridge table even though it is used to 

resolve a many-to-many relationship between PropertyType and Service database tables. This 

is because it has a separate PropertyServiceID Primary Key in addition to the two foreign 

keys (ServiceID and PropertyTypeID). Rule 2 underneath elaborates more on handling of 

bridge tables.  

2) Rule 2 – Handling of Bridge Tables: 

Bridge tables are not mapped into separate OWL classes. This rule applies to properly 

constructed bridge tables which have foreign keys from the tables participating in a many-to-

many relationship as its main primary keys. Even though there is no separate class, many-to-

many relationships are still represented by Object Properties in the ontology (Cullot et al. 

2007). More on Object Properties is covered in Rule 6 and 7 underneath. 

 

3) Rule 3 – Mapping of Referential Integrity Relationships to Inheritance Hierarchy: 

OWL Classes are arranged in a hierarchy based on the relationships in the database. In a 

relationship between two tables, a table that has a foreign key will be mapped into a sub-class 

of the main class obtained from a table with a corresponding primary key. For example, from 

the classes created in Rule 1 above, Query will be a sub-class of Customer because of a 

relationship between Query and Customer tables. Query table has a CustomerID foreign key 

to symbolise its dependence on the Customer table. An example of OWL code is depicted 

below: 

  <owl:Class rdf:ID = "#Query"> 

       <rdfs:subClassOf rdf:resource=”#Customer” 

 <owl:Class /> 
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      4) Rule 4 - Mapping of Non-Referential Integrity Columns into Datatype Properties:  

 

All columns in the relational database are mapped into Datatype Properties, except all the 

foreign keys which maintain referential integrity in the database (Cullot et al. 2007; Zhang & 

Li 2011; Gherabi et al. 2012; Sedighi & Javidan 2012). For instance, the Query class obtained 

in Rule 1 will have QueryID, Status, Type, DateEntered, DateClosed, and Details as Datatype 

Properties. CustomerID and AttendedBy are excluded from Datatype Properties list. The 

basic OWL code of the Datatype Property named Details in the Query class is provided 

below. 

 

<owl: DatatypeProperty rdf:ID = "#Details" /> 

</owl:DatatypeProperty/> 

 

 

     5) Rule 5 - Representation of Datatype Property host class as Domain and Data Type as 

Range:  

A Datatype Property includes domain and range which represents the host class and the type 

of data that will be represented, respectively (Cullot et al. 2007; Zhang & Li 2011; Gherabi et 

al. 2012; Sedighi & Javidan 2012). The code below shows the Query class as the domain of 

the Details Datatype Property, whereas, its range is the string datatype, i.e., the Details 

Datatype Property will represent string values.  

<owl: DatatypeProperty rdf:ID = "#Details" /> 

<rdfs:domain rdf:resource = "#Query" /> 

<rdfs:range rdf:resource = "XMLSchema#string" /> 

</owl:DatatypeProperty/> 

 

     6) Rule 6 - Mapping of Relationships represented by referential integrity columns into 

Object Properties:  

 

All relationships that are expressed with foreign keys in a relational database are mapped into 

OWL Object Properties (Li et al. 2005; Zhou et al. 2010; Gherabi et al. 2012; Sedighi & 

Javidan 2012). Two Object Properties are created for one-to-many or a many-to-many 

relationship, one for the relationship and one for its inverse. For instance, the Query and 

Customer classes obtained in Rule 1 would produce two Object Properties which are 
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represented by a CustomerID Functional Property within the Query class and a CustomerID 

Inverse Functional Property within the Customer class. This is because the Query class was 

derived from a Query table with a foreign key that points to a primary key in the Customer 

table. An OWL code for the Object Properties between the Query and Customer classes is 

given below: 

 

<owl:ObjectProperty rdf:ID = "#CustomerIDInstance"/> 

<rdf:type rdf:resource = "#functional property" /> 

</owl:ObjectProperty /> 

<owl:ObjectProperty rdf:ID = "#CustomerIDInstance"/> 

<rdf:type rdf:resource = "#inversefunctional property" /> 

</owl:ObjectProperty /> 

 

     7) Rule 7 – Representation of Object Property host classes as domain and range:  

An Object Property includes domain and range which represent the two classes in relation 

with one another. The domain is a class with a functional property while a range is a class 

with an inverse functional property (Li et al. 2005; Zhou et al. 2010; Gherabi et al. 2012; 

Sedighi & Javidan 2012). From the code shown below, the domain of the Object Property 

CustomerIDInstance is the Query class, whereas, its range is the Customer class. This Object 

Property defines the semantic relationship between the Query and Customer classes in the 

ontology. 

 

<owl:ObjectProperty rdf:ID = "#CustomerIDInstance"/> 

<rdf:type rdf:resource = "#functional property" /> 

<rdfs:domain rdf:resource = "#Query" /> 

<rdfs:range rdf:resource = "#Customer" /> 

</owl:ObjectProperty /> 

 

     8) Rule 8 – Mapping of Tuples to Individuals:  

All database table records are mapped to individuals in ontology (Li et al. 2005; Zhang & Li 

2011; Gherabi et al. 2012; Sedighi & Javidan 2012). For instance, if the Service table from 

Figure 3.1 had two rows of data, those rows will be mapped to OWL individuals as in the 

code below: 

<owl:Service rdf:ID="#ServiceInstance"/> 

         <owl: ServiceID rdf: datatype="&xsd;int">1 

</ owl: ServiceID> 
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<owl: Description rdf: atatype="XMLSchema#string">Electricity  

<owl: Description/> 

<owl: Type rdf: datatype="XMLSchema#string">Consumable <owl: Type/> 

<owl: Service rdf: ID="#ServiceInstance2"/> 

         <owl: ServiceID rdf: datatype="&xsd;int">2 

</ owl:ServiceID> 

<owl: Description rdf: datatype="XMLSchema#string">Refuse Removal </owl: 

Description> 

<owl: Type rdf: datatype="XMLSchema#string">Basic  

</owl: Type> 

 

 9) Rule 9 – Mapping of Column Constraints into Property Cardinalities: 

Database column constraints e.g. NULL and NOT NULL are mapped into Ontology Property 

Cardinalities (Li et al. 2005; Pasha & Sattar 2012). Cardinalities are there to further specify 

and place restrictions on ontology properties (Li et al. 2005). For example, if the Query table 

in Figure 1 has a QueryID column which is declared as NOT NULL and a Type column 

which is NULL, this will lead to the following cardinalities in the ontology: 

<owl:Restriction> 

 <owl:onProperty rdf:resource=”#QueryID”/> 

 <owl:minCardinality>1< owl:minCardinality/> 

<owl:maxCardinality>0< owl:maxCardinality/> 

<owl:Restriction/> 

<owl:Restriction> 

 <owl:onProperty rdf:resource=”#Type”/> 

 <owl:minCardinality>0< owl:minCardinality/> 

<owl:maxCardinality>1< owl:maxCardinality/> 

<owl:Restriction/> 

3.2.4 Relational Database to Ontology Conversion Tools and Algorithms 

Ontology construction from a relational database used to be a manual and tedious process 

which relied solely on ontology editors and human experts (Li et al. 2005). Over the years, 

many tools and algorithms that enabled the automatic conversion of a relational database into 

ontology have been proposed. Examples of such tools and algorithms include: DB2OWL, 

R2O, D2RQ, Data Semantic Preservation, DartGrid Semantic, Semantic Bridge, 

Automapper, XTR-RTO, RTAXON, Leaning Ontology from Relational Databases, Ontology 

Generator (RDB2On), and RDBToOnto amongst others (Zhou et al. 2010; Pasha & Sattar 

2012; Jain and Singh 2013). The World Wide Web Consortium (W3C) through their 

RDB2RDF Working Group is also developing a direct mapping standard that focuses on 

translating relational database into RDF (Resource Description Framework) ontology 

(Gherabi et al. 2012). The problem with many of the abovementioned tools is that they are 



 

 

 

 19

still at the prototype stage and are not yet available to the public. In fact, some of these tools 

are still under development and are not yet fully fledged products. Furthermore, these tools 

have not yet been applied on real world databases to ascertain their performance in the 

automatic conversion of relational databases into ontologies. Protégé is a widely used 

ontology editing platform which offers great extensibility and scalability (Alatrish 2012). Its 

extensibility is due to plugins developed by semantic web experts. A plugin is a separately 

developed software module that adds more functionality to existing software. Examples of 

Protégé plugins include OntoLT (Buitelaar, Olejnik, & Sintek 2004), SIM-DLA (Mulligann, 

Trame & Krzysztof 2011), DataMaster (Nyulas et al. 2007), DataGenie (Gennari, Nguyen, & 

Silberfein 2007), OntoBase (Yabloko 2009) and RONTO (Papapanagiotou, Katsiouli, 

Tsetsos, Anagnostopoulos & Hadjiefthymiades 2006). OntoLT enables the extraction of 

ontology from text within Protégé (Buitelaar et al. 2004). SIM-DLA is a Protégé plugin that 

enables the comparison of ontology concepts and their meanings through the measurement of 

semantic similarities (Mulligann et al. 2011). DataMaster, DataGenie, OntoBase and RONTO 

are Protégé plugins that deal with the conversion of relational databases into ontologies. 

However, the RONTO plugin is still under development and is not yet available for use in the 

Semantic Web community (Papapanagiotou et al. 2006). Further, due to technical challenges 

such as unresolved errors and bugs (Gennari et al. 2007); DataGenie functionalities were 

improved to create the DataMaster plugin (Nyulas et al. 2007). In light of the above, 

DataMaster and OntoBase are the only plugins for automatic conversion of relational 

databases into ontologies that are currently available for use in Protégé. Consequently, they 

are used in this study to convert relational database to ontology.  

3.3 Competency Questions 

Competency questions (CQs) are natural language questions that are used to determine the 

scope of the ontology; they can also help to extract the concepts, properties/relations and 

axioms of the ontology (Lin & Sakamoto 2009). According to Gangemi (2005), accurate and 

competent ontology should specify all the conceptualisations required to answer a created set 

of CQs. The formulation of a set of CQs is one of the preliminary exercises that are 

undertaken at the start of manual ontology development process (Fonou-Dombeu & Huisman 

2011; Porwol, Ojo & Breslin 2014). This is a case for numerous ontology engineering 

methodologies whose main aim is to assist ontology engineers to create ontologies manually 

de novo. The examples of these ontology engineering methodologies are Neon Methodology, 

Uschold and King, and Method 101 (Fernandes et al. 2011). This study applied CQs to 
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evaluate ontology generated automatically with Protégé plug-ins from a relational database. 

The aim is to ascertain whether the resulting ontology can provide answers to CQs of the 

knowledge domain. To this end, the requirements of the domain are modelled with CQs and 

mapped to the ontology using SPARQL queries design, execution and analysis against users’ 

views of CQs answers.  

3.4 Tropos Methodology 

The Tropos Methodology (Fernandes et al. 2011) is made up of three steps, namely:  

• Early Requirements,  

• Late Requirements and  

• Ontology Modelling.  

During Early Requirements, organisational actors, goals and their dependencies are 

identified. Organisational actors are like role players in the target knowledge domain. After 

the actors are identified, their soft and hard organisational goals are identified and modelled 

together with resources and organisational plans.  This is a way of getting full organisational 

objectives. Late Requirements focuses on the capturing and modelling of CQs from the 

information obtained in the Early Requirements phase. Lastly, in the Ontology Modelling 

phase, concepts and their relationships are extracted from the set of CQs to build the domain 

ontology. This phase is not applied in this study. Instead, CQs obtained in the Late 

Requirements phase are used to map an ontology automatically constructed from a relational 

database to the requirements of the knowledge domain with the aim of evaluating its purpose 

or intended use (Zemmouchi-Ghomari & Ghomari 2013b). 

3.5 Competency Question Translation Approach 

Since the Ontology is a machine readable representation of knowledge, end-users should be 

able to query it using formal language such as SPARQL (Zemmouchi-Ghomari & Ghomari 

2013a). The set of competency questions obtained in the Late Requirements phase of the 

Tropos Methodology (Chapter 3 Section 3.4) are converted into SPARQL queries using the 

CQT approach (Zemmouchi-Ghomari & Ghomari 2013a). The CQT approach assumes that 

the user has a working knowledge of ontology languages (RDF or OWL) plus query language 

(SPARQL) and full understanding of the input ontology and the knowledge domain. The 

approach starts with the classification of CQs into different categories according to expected 

answers’ types. There are five types of questions including:  

• Definition questions (“What is/are?” or “What does mean?” type of questions),  
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• Boolean questions (question with Yes/No answers),  

• Factual questions (those that search precise information),  

• List questions (those that query list of entities), and  

• Complex Questions (“How” and “Why” type of questions).  

After the questions are categorised, their expected answers are then determined.  From the 

answers and questions, entities are extracted and their types (whether it is a class, data 

property, object property, annotation, axiom, or instance) are identified. With all these 

information, appropriate SPARQL queries are constructed. 

3.7 Conclusion 

All the necessary methods and materials needed to semantically extract and validate 

knowledge from relational databases were described in this chapter. Relational database as an 

input component and the main source of knowledge was also covered. In the next chapter, all 

the presented methods and materials are put together to design a framework for semantic 

knowledge extraction from relational database. 
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CHAPTER 4 

FRAMEWORK FOR SEMANTIC KNOWLEDGE 

EXTRACTION FROM RELATIONAL DATABASE 
 

4.1 Introduction 

This chapter presents a framework for semantic knowledge extraction from relational 

database. The framework shows how semantic technologies, tools and algorithms can be 

applied in a structured manner to semantically extract useful knowledge from relational 

databases. The framework aims to serve as a guideline starting with the conversion of 

relational database to ontology, to the extraction of knowledge from the created ontology 

using a query application, until the verification and validation of the ontology to ensure that 

the extracted knowledge is valid and useful. The chapter covers the overview of the proposed 

framework and ends with the related work in the field.  

4.2 Framework Overview 

The proposed framework for semantic knowledge extraction from relational database is 

depicted in Figure 4.1. It has six main components including:  

• Relational database, 

• Conversion of relational database to ontology,  

• Ontology, 

• Ontology verification, 

• Query application and 

• Ontology competency evaluation. 

The relational database component of the framework in Figure 4.1 (a) acts as an input. The 

relational database is then converted to ontology through the next component, namely, the 

conversion of RDB to ontology (Figure 4.1 (b)).   
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Figure 4.1: Knowledge Extraction Framework 

The resulting ontology (Figure 4.1 (c)) is then verified through the ontology verification 

component in Figure 4.1 (d). The query application component (Figure 4.1 (e)) is then 

applied to extract knowledge from the ontology.  Finally, the ontology is queried in the 

competency evaluation component in Figure 4.1 (f) to extract useful knowledge for the target 

domain. Each component of the framework in Figure 4.1 (a to f) is fully described in the 

subsequent subsections. 

4.2.1 Relational Database 

The relational database component of the framework in Figure 4.1 (a) can be based on any 

Relational Database Management System (RDBMS) e.g. Oracle, MySQL, and DB2 amongst 

others. The study recommends Oracle and MySQL because they enjoy widespread use in 

many semantic web and ontology studies (Laclavik 2006; Auer & Ives 2007; Cullot et al. 

2007; Zhou et al. 2010; Gherabi, Addakiri & Bahaj 2012).  

4.2.2 Conversion of Relational Database to Ontology 

The Conversion of RDB to ontology component of the framework in Figure 4.1 (b) is one of 

the main components in the framework where the input relational database is converted to 

ontology.  An automatic or semi-automatic tool can be applied to do the conversion. 

Automatic conversion of relational databases to ontology is the most preferred form of 

conversion because manual conversion is time consuming and less reliable (Jain & Singh 

2013). The development of automatic or semi-automatic tools to convert relational databases 

to ontology is a very active research sub-field in the semantic web (Laclavik 2006; Cerbah 

2008; Zhou et al. 2010; Pasha & Sattar 2012; Jain and Singh 2013). It was reported in 

Chapter 3 Section 3.2 that many existing conversion tools are still in the prototype state and 

are not yet available to the public. Due to this challenge this study applied a stable, extensible 
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and scalable platform like Protégé (Alatrish 2012) and it’s plug-ins, namely, DataMaster and 

OntoBase.  

 

4.2.3 Ontology 

The Ontology component of the framework in Figure 4.1 (c) is an output of the Conversion 

of RDB to ontology component (Figure 4.1 (b)). The ontology should be presented in Web 

Ontology Language (OWL) or Resource Description Framework (RDF) format. As already 

mentioned in Chapter 1 Section 1.1, both RDF and OWL are official semantic web languages 

utilised to represent ontologies (Madhu et al. 2011). However OWL is more recommended 

over RDF because it produces more machine interpretability of web content and it provides 

more vocabulary along with formal semantics (Li et al. 2005).   

4.2.4 Ontology Verification 

The Ontology verification component (Figure 4.1 (d)) validates the output ontology. This is 

an important quality check process in the proposed framework. Due to the fact that the input 

ontology was automatically derived from the structure of an existing relational database, it 

cannot be assumed that the output ontology will fully be valid without proper confirmation. 

This process validates the output ontology against existing conceptual database-to-ontology 

mapping principles presented in Chapter 3, Section 3.2. The goal is to ensure that relational 

database components like Tables, Columns, Primary Keys, Foreign Keys, Tuples, and 

Constraints etc., are properly converted into their corresponding ontology components such 

as Classes, Datatype Properties, Object Properties, and Individuals etc. After the ontology has 

been verified, an Ontology Editor like Protégé can be applied to rectify the ontology in case 

of gross deviations that might exist after the mapping process. 

 

4.2.5 Query Application 

The Query application component of the framework in Figure 4.1 (e) is an interface that 

allows a user to extract knowledge from the verified ontology through SPARQL queries. 

SPARQL is a query language originally introduced by World Wide Web Consortium (W3C) 

to query ontology (Zemmouchi-Ghomari & Ghomari 2013). SPARQL is similar to SQL used 

to query relational databases. 

4.2.6 Ontology Competency Evaluation 
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The ontology competency evaluation component in Figure 4.1 (f) evaluates the extracted 

knowledge from the query application based on a set of competency questions to confirm that 

the output ontology does satisfy the requirements of the knowledge domain. This is to ensure 

that ontologies and knowledge extracted from them are relevant and useful within the target 

knowledge domain. This process is another important quality check process in the proposed 

framework. Ontology competency evaluation is commonly done through the use of 

competency questions (Lin & Sakamoto 2009; Annamalai & Sanip 2010; Fernandes et al. 

2011); but, this study used competency questions to validate ontology automatically 

constructed from relational database.  

 

4.3 Related Work 

The development of frameworks for semantically exploiting data from relational databases is 

an active research topic in the semantic web field (Li et al. 2005; Laclavik 2006; Saleh 2011; 

Zhang & Li 2011; Gherabi et al. 2012; Pasha & Sattar 2012; Sedighi & Javidan 2012; Jain & 

Singh 2013). Gherabi et al. (2012) presented architecture to map relational databases into 

OWL ontology. The authors developed a prototype to demonstrate the effectiveness of the 

architecture. This architecture is different from the proposed framework in Figure 4.1 in that 

it does not perform the competency validation of the resultant ontology. Furthermore, the 

mapping approach used in this particular study does not cover all the components of 

relational database and ontology. For instance, the study did not dealt with the mapping of 

bridge tables in the relational database to ontology components.  

 

 Another framework for constructing ontology from relational database called OGSRD is 

presented in Zhang & Li (2011). The framework has three steps, namely, database metadata 

reading, ontology meta-model construction and goal ontology generation. The first step reads 

the database, the second step uses mapping rules to create the ontology meta-model and the 

last step generates ontology from the meta-model. This framework is also different from the 

proposed framework in Figure 4.1 as its main focus was only to obtain ontology from 

relational database. In fact the resulting OWL ontology was not further queried and analysed 

to evaluate its competency. 

Sedighi & Javidan (2012) presented an architecture to semantically query data from relational 

databases using locally constructed ontology. The architecture is a two-phased approach with 

the first being the construction of a local ontology from a relational database and the second 
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phase being the querying of the resultant ontology via RDQL. In the first phase, the ontology 

is constructed in OWL. This is done by evaluating and matching the relational database 

components to their corresponding ontology components. The second phase utilises the 

resulting locally constructed ontology to perform semantic web queries in Jena API 

(Application Programming Interface) with the RDQL semantic query engine. This 

architecture’s main differences to the proposed framework in Figure 4.1 are that the resulting 

ontology is not verified in any way to check its mapping accuracy and validity. Furthermore, 

the results from the query engine are also not evaluated to check the competency of the 

ontology. 

Li et al. (2005) also presented a platform-free Ontology Learning Framework applied to 

develop ontology based applications or semantic web applications. The framework consist of 

a relational database as an input, a database analyser which extracts schema information from 

the database, an ontology generator to generate an ontology based on the schema information 

and rules, and the ontology editor and reasoner. The ontology learning approach in the 

framework of Li et al. (2005) can acquire ontology together with classes, properties, property 

characteristics, cardinality and instances using a set of learning rules. Although the 

framework was practically applied, the study (Li et al. 2005) does not mention how the 

resultant ontology will be verified to check its validity and queried to evaluate its 

competency. 

The ontology learning framework by Li et al. (2005) was adopted and modified in Pasha & 

Sattar (2012) to create a new Framework. The framework proposed by Pasha  & Sattar (2012) 

accepts multiple relational databases and relational schemas as input, a database analyser 

which extracts information from the schemas, an ontology generator to generate an ontology 

based on the schemas, and the ontology based application to query the ontology. Their study 

(Pasha & Sattar 2012) also does not indicate how the suggested ontology based application is 

going to be applied to query the resultant ontology. Further, the resulting ontology is also not 

verified to check its validity and its competency is also not evaluated.  

Another framework to semantically query relational databases using ontology layer is 

presented in Saleh (2011). Saleh’s (2011) framework is similar to that of Sedighi & Javidan 

(2012) two-phased architecture. The first phase of Saleh’s (2011) framework is the offline 

ontology extraction and the second phase is the online query issuing. In the first phase, 

ontology is constructed by extracting classes and relations from the relational schema. 

Saleh’s (2011) resultant ontology is verified by a domain expert using only four mapping 
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rules to check mapping accuracy and validity of the ontology. Mapping rules used in Saleh 

(2011) are too simplistic and does not cover all the components of the ontology. In the second 

phase, the user is allowed to run SPARQL queries against the constructed ontology. However 

the results from the query are not evaluated to check the competency of the ontology. 

Jain and Singh (2013) presented another framework to convert relational database to 

ontology. The framework aimed at addressing problems and deficiencies in existing relational 

database to ontology conversion tools. Its main components included (1) a dynamic mapping 

mediator to convert data from multiple databases, (2) a module which facilitates support for 

different programming languages, (3) a module that enables the output of information in 

different formats, (4) a mediator class that deals with the translation of SPARQL queries, and 

(5) a visualisation service for non-programmers to run queries.  However, Jain & Singh’s 

(2013) study and the framework it proposed is too theoretical and does not convincingly 

indicate how the suggested modules are going to be implemented to assist in the process of 

relational database to ontology conversion. Further, the study (Jain & Singh 2013) does not 

mention any semantic web tools and platforms on which their framework is going to be based 

on. Similar to other studies discussed above, Jain & Singh’s (2013) approach also focused 

mainly on the conversion of relational databases to ontology and did not address the issue of 

ontology verification and evaluation to make sure that the ontology produced by the 

framework is valid and is fully competent to be useful in a target knowledge domain. 

 

4.4 Conclusion 

This chapter presented the structure of our proposed framework for semantic knowledge 

extraction from relational database. The framework’s main components are relational 

database, relational database to ontology mapping, ontology, ontology completeness 

verification, query application and ontology competency evaluation. The chapter also 

provided related literature that highlights the difference between this proposed framework 

and other existing frameworks in the semantic web literature. The next chapter presents and 

models the knowledge domain uses for data collection in this study.  
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CHAPTER 5 

KNOWLEDGE DOMAIN MODELLING 
 

5.1 Introduction 

The task of semantic extraction of knowledge from relational databases has to be applied in a 

certain knowledge domain for it to be meaningful and useful. A knowledge domain can be 

anything from e-health, e-learning, e-commerce, e-government, business-to-business, etc. 

This chapter presents the knowledge domain used in this study in detail. Thereafter, the 

business rules of the domain are analysed to design a relational data model. Then, the Tropos 

Methodology (Chapter 3, Section 3.4) is applied to extract competency questions from the 

knowledge domain. The set of derived competency questions are then modelled into 

SPARQL queries by applying the Competency Questions Translation approach (Chapter 3, 

Section 3.5). 

5.2 Presentation of the Knowledge domain 

The knowledge domain in this study is the South African municipalities (SAM) information 

system for service delivery. A study was carried out to understand the SAM domain. The 

South African (SA) government, through its local and metropolitan municipalities has a 

constitutional obligation to provide basic services (e.g. potable water, sanitation, refuse 

removal, property assessments and electricity) to its citizens (RSA 1996; Emfuleni Local 

Municipality 2014a, 2014b). To achieve the constitutional obligation of effective service 

delivery, the country is divided into 234 local and metropolitan municipalities (Table 5.1) to 

ensure that all areas in the country are served (Koma 2010). Municipalities have tariff 

policies to govern the billing of major services and consumables such as electricity, water, 

sewerage, and refuse removal.  They are also regulated by certain laws such as the Municipal 

Systems Act of 2000 (RSA 2000) to ensure that they remain constitutional when dealing with 

the public. The relationship between a municipality and the public can be compared to that of 

a service provider (municipality) and customer (public).  

Table 5.1 shows a summary of municipalities that were studied in all the 9 SA provinces. A 

total of 9 municipalities were selected and studied per province. Overall 81 (35%) of both 

local and metropolitan municipalities were studied. The study consisted of a review and 
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analysis of municipalities’ tariff and property rates policies downloaded from the 

municipalities’ public websites. 

Table 5.1 : Summary of South African Municipalities Studied 

SA Provinces No of Municipalities No of Municipalities Covered 

Gauteng 10 9 (90%) 

Mpumalanga 18 9 (50%) 

KwaZulu Natal 51 9 (18%) 

Western Cape 25 9 (36%) 

Free State 20 9 (45%) 

North West 19 9 (47%) 

Northern Cape 27 9 (33%) 

Limpopo 25 9 (36%) 

Eastern Cape 39 9 (23%) 

Total 234 81 (35%) 

 

This led to a thorough understanding of the knowledge domain as expressed partially in the 

following business rules. Municipalities maintain customer accounts to bill services they 

provide on a monthly basis. A customer can have an account with the municipality by virtue 

of being a property owner and occupier of a property that receives services. Monthly 

payments will be made to the account failing of which the account can go into arrears. 

Customers are allowed to make payment arrangements on accounts that are in arrears. A 

customer will also be able to lodge a complaint or put forward a general query in case of 

unhappiness with rendered services. The following services are offered to customers: Water, 

Electricity, Refuse removal, Basic sewerage and Property assessment. The services listed 

above are charged using a tariff that is influenced by many factors including: the category of 

the property, market value of the property determined after municipality property 

assessments, Consumption, and Peak and non-peak months (this specifically affects 

consumables like electricity). The municipality is responsible for maintaining a valuation roll 

that is used to capture all assessed and valued properties according to property category. 

Property categories are listed as: residential, sectional title, business, commercial, industrial, 

and farm dwellings.  

5.3 Relational Data Modelling  

An Iterative approach (Basili & Turner, 1975; Green & Ruhle, 2004) was taken during the 

design of the relational data model. The design had to go through a few iterations. The 

business rules and scenarios derived above were able to produce the following potential 

entities after the first iteration: Query, Administrator, Manager, Property Status, Group, 

Category, Query Type, Query Status, Property, Customer Group, Customer, Account Status, 
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Account, Account Billing, Property Service, Service, Arrangement, Arrangement Status, 

Arrears, Payment Method and Tariff. These entities were further searched in the data 

collected from the other municipalities and showed that these municipalities have compatible 

entities. Furthermore, it was found that the entities: Services, Property, Property 

Type/Category, Tariff, and Customer are common to all the municipalities. After data 

comparison and further analysis, the generic relational data model was drawn as in Figure 

5.1.  

 

 
Figure 5.1: Diagram of the Relational Data Model for South African Municipalities 

 

5.4 Modelling of Competency Questions 

This section presents the application of the early and late requirements phases of the Tropos 

Methodology (Chapter 3, Section 3.4) to get a set of CQs from the knowledge domain. The 

knowledge domain in this study is the South African municipalities’ information system for 

service delivery. 
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5.4.1 Early Requirements 

From the knowledge domain (Section 5.2), municipality and customer are identified as the 

main role players/actors. The municipality has a soft goal to provide effective service 

delivery to customers. The customers are owners of properties that fall under the jurisdiction 

of the municipality and have a responsibility to log queries whenever they are not satisfied 

with services offered by the municipality. The soft goal above then leads to three main hard 

goals of:  

• Identifying customers’ properties as destinations of services to be rendered,  

• Maintaining and managing a roll of all properties under the municipality, and  

• Continuously improving services offered to customers.  

 

The three hard goals above are further broken down into four sub-goals: offering services, 

improving services, capturing properties and managing properties. The resource needed to 

fulfil the goal of improving services is the queries submitted by customers. By addressing 

customer queries, the municipality will be in a better position to improve service delivery 

processes. On the other hand, a resource needed to fulfil the goals of capturing properties and 

managing properties is a municipal valuation roll. The valuation roll is a list of all properties 

under the municipality’s jurisdiction.  

The scenario above provides an overview of the early requirements where information is 

collected on how the municipalities fulfil their obligations of effective service delivery to 

customers. 

5.4.2 Late Requirements 

The organisational actors, goals and resources identified above are used in the late 

requirements phase of the Tropos Methodology (Chapter 3, Section 3.4) to capture and model 

the competency questions. The CQs obtained are provided in Table 5.2.  
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Table 5.2 : List of Competency Questions  

CQ ID Competency Question 

CQ1  What are the services offered by the municipality? 

CQ2 What are the types of services offered by the municipality?  

CQ3 Which services are consumables in the municipality? 

CQ4 Which services are basic in the municipality? 

CQ5 How many customers do we have in our municipality? 

CQ6 What are the names of our customers? 

CQ7 What types of customers are catered for in our municipality? 

CQ8 What are the overall queries in the municipality? 

CQ9 What are the details and status of the current customer queries? 

CQ10 What are the types of valuation rolls in the municipality? 

CQ11 How much is the highly rated property within the municipality? 

CQ12 What is the address of the most valued property in the municipality? 

CQ13 How many properties do we have in the municipality? 

CQ14 How many services are offered for residential properties? 

CQ15 What are the ID’s of customers who put in queries? 

CQ16 What are the closed queries from the customers? 

CQ17 What are the current open queries from the customers? 

 

The CQs in Table 5.2 are encoded with identifiers (Fernandes et al. 2011). Seventeen CQs 

were derived in total with identifiers from CQ1 to CQ17 (Table 5.2). The competency 

questions CQ1 to CQ4 were derived from the offering services goal. In fact, to succeed in 

offering services to customers, the municipality would be interested in keeping record of 

service names (CQ1) and their types (CQ2). It will also be necessary for the municipality to 

specifically know which services are basic (CQ4) and which ones are consumables (CQ3). 

Consumables are services that are billed according to the customer’s usage.   

 

The competency questions CQ5 to CQ7 focus on the customer as the second organisational 

actor and the receiver of services. In this instance the municipality will be interested to know 

the number of customers, their names and types to gauge the demand for services. The 

competency questions CQ8 to CQ9 were derived from the queries resource. The municipality 

would need to know the overall queries and their details in order to achieve the improve 

services goal. The competency question CQ10 was derived mainly from the valuation roll 

resource. Here the municipality would need to establish the types of valuation rolls available 

to achieve the capturing properties and managing properties goals. The competency 

questions CQ11 to CQ13 were derived from the capturing properties and managing 

properties goals. To achieve these goals, the municipality would have to establish their 

mostly valued properties (CQ11) and their physical locations (CQ12). The municipality 

would also be interested to know the number of properties (CQ13) they have in their 
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jurisdiction. The competency questions CQ14 is derived from offering services, capturing 

properties and managing properties goals; in this case the municipality would be interested 

in identifying specific services that are offered to residential properties. Lastly, the 

competency questions CQ15 to CQ17 were derived from customers (organisational actor) 

and queries (resource). Here, the municipality would be interested in (1) identifying 

customers (CQ15) who put in queries and (2) the details of closed (CQ16) and open (CQ17) 

queries from customers. This will assist in the goal to improving services.  

The next section focuses on the modelling of the CQs (Table 5.2) into SPARQL queries with 

the Competency Question Translation approach (Chapter 3 Section 3.5).  

5.5 SPARQL Representation of Competency Questions 

Competency questions in Table 5.2 are in the Natural Language (English) format.  They need 

to be translated into a formal query language in order to be executed against the ontology. In 

this study, the CQT approach (Chapter 3 Section 3.5) is applied to get a set of SPARQL 

queries to be executed against an ontology automatically constructed from a relational 

database. 

 The CQT approach prescribes the classification of CQs into five categories, namely:  

• List questions,  

• Factual questions,  

• Complex questions,  

• Boolean questions, and  

• Definition questions.  

 

The classification of the competency questions in Table 5.2 is provided in Table 5.3. 

Table 5.3 : Categorised Competency Question 

CQ Category CQ ID 

List question CQ1, CQ2, CQ6, CQ8, CQ10 

Factual question CQ3, CQ4, CQ7, CQ9, CQ15, CQ16, CQ17 

Complex question CQ5, CQ11, CQ13, CQ14 

Definition question CQ12 

Boolean question None 

 

The Boolean category in Table 5.3 has no competency question as there was no question that 

could be simply answered by yes/no in the list of questions in Table 5.2. The competency 
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questions CQ1, CQ9, CQ11 and CQ12 are used in the remaining discussion of the CQT 

approach in this study. Expected answers to these questions are listed in Table 5.4. 

Table 5.4 : Expected Answers to Competency Questions 

CQ ID Expected Answer 

CQ1 Water, Sewerage, Refuse Removal, Basic Sewerage, Basic Electricity and Electricity  

CQ9 Any municipality will log specific details and status of their customer queries e.g. 

“No electricity for 5 days” : Query ‘Open’ 

CQ11 The highly rated property in the municipality has a value of e.g. “R1 Million” 

CQ12 The municipality’s highly valued property is found at following address e.g. “80 Old 

Pretoria Road, Midrand” 

 

In Table 5.4, the names of services offered by the municipality are the expected answer to 

CQ1. The specification of customer query details and status constitute the answer to CQ9. 

For CQ11 and CQ12, expected answers are the value and address of the highly rated property 

respectively. The CQs together with their expected answers are used to get all relevant 

terms/entities which are concepts of the knowledge domain. Table 5.5 shows the terms that 

were manually extracted from the competency questions CQ1, CQ9, CQ11 and CQ12 and 

their answers in Table 5.4.  

Table 5.5 : Entities Extracted from Answers and Competency Questions 

CQ ID Relevant Terms Answer Relevant Terms  

CQ1  Services Names, Water, Sewerage, Refuse Removal, 

Basic Sewerage, Basic Electricity and 

Electricity 

CQ9 Details, Status, Customer, Queries Log Details and Status, Customer, Query 

CQ11 Highly rated, Property Value of Property 

CQ12 Address, Highly Valued Property Highly Valued, Address of Property 

 

The entities in Table 5.5 were further modelled and categorised into entity types such as 

class, data property, object property, instance, etc. (Zemmouchi-Ghomari & Ghomari 2013a) 

as in Table 5.6.  

Table 5.6 : List of Entity Types 

CQ ID Entity Types 

CQ1  Class: Service 

Datatype Property : Name 

CQ9 Class: Customer, 

Class: Query 

Datatype Property : Details, Status 

CQ11 Class: Property 

Datatype Property: Value 

CQ12 Class: Property 

Datatype Property : Address, Value 
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Finally, the CQs (Table 5.2), the answers to CQs (Table 5.4), the entities (Table 5.5) and the 

entity types (Table 5.6) are used to build SPARQL queries equivalent of CQs. The SPARQL 

queries for CQ1, CQ9, CQ11 and CQ12 are provided in Table 5.7. In Table 5.7, the acronym 

SAM stands for South African Municipality. 

Table 5.7 : SPARQL Queries 

CQ ID SPARQL Queries 

CQ1  SELECT? Name   WHERE {?service a SAM:Name. 

?service SAM:Service.Name ?Name. } 

CQ9 SELECT * WHERE { ?query a SAM:Query. 

?query SAM:Query.Details ?details. 

?query SAM:Query.Status ?status.} 

CQ11 SELECT (MAX (?value) AS ?value) WHERE {   ?prop a SAM:Property. 

?prop SAM:Property.Value ?value} 

CQ12 SELECT  ?address WHERE {   ?prop a SAM:Property. 

?prop SAM:Property.Address ?address. 

?prop SAM:Property.Value ?value FILTER (?value = Max(value)) } 

 

5.6 Conclusion 

This chapter presented the study’s chosen knowledge domain which is the South African 

municipalities (SAM) information system for service delivery. The business rules of the 

domain were studied to develop a relational data model. This relational data model was used 

to develop a test database in the next chapter.  The chapter ended by presenting the domain 

competency questions and their corresponding SPARQL translations. The competency 

questions and SPARQL queries are used to evaluate the competency of the automatically 

constructed ontology in the next chapter. In the next chapter, the Knowledge extraction 

framework is practically applied, tested and analysed in a series of experiments to 

demonstrate its feasibility.  
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CHAPTER 6 

EXPERIMENTS AND DISCUSSIONS 
 

6.1 Introduction 

In this chapter, the experiments conducted in the study are presented. The experiments prove 

the feasibility of the proposed framework in Chapter 4. Firstly the computer and software 

environment used are presented. Thereafter, the experimental results are presented in 

sequence starting with the creation of the relational database to the ontology competency 

evaluation using competency questions. 

 

6.2 Computer and Software Environment 

Experiments were carried out on a Dual Core 32 bit Notebook with 2 GB of RAM and a 

Windows 7 Operating System. Oracle 11g Express Edition was used as RDBMS. Two plug-

ins, namely, DataMaster (Nyulas et al. 2007) and OntoBase (Yabloko 2009) were used to 

automatically construct ontologies from the Oracle database in Protégé version 4.3. Both 

plug-ins utilize the Oracle JDBC driver to establish a connection to the Oracle database. The 

graphical representation of the output ontologies from DataMaster and OntoBase was done 

using virtualisation plug-ins including OntoGraf (Falconer 2010) and OWLViz (Horridge 

2010). A Semantic Web tool that generates a structured documentation of ontology, namely, 

Parrot (Foundation CTIC 2014) was used to display and analyse the structure of the output 

ontologies codes from DataMaster and OntoBase. The execution of the SPARQL queries 

against the OWL codes of the ontologies obtained from Protégé is done using the Jena API 

Semantic Web library under the Eclipse IDE.  

 

6.3 Experimental Results 

The relational data model in Figure 5.1 in Chapter 5 presents the resulting municipality data 

model of this study. The data model was further implemented into a test database using 

Oracle 11g Express Edition. Figure 6.1 shows a screenshot of a database in Oracle. The right 

pane of the screenshot shows the sample data within the database. 
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Figure 6.1: Screenshot of a Test Database in Oracle 

The left pane of Figure 6.1 shows the Municipality database and some of its tables. The 

Service table was selected to show the sample data on the right pane under the data tab; it has 

six rows which show the list of municipality services. 

 

Figure 6.2: Inheritance Structure of Ontology Constructed with DataMaster Plug-in via 

OWLViz 
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The relational database in Figure 6.1 was converted to ontology to allow the semantic 

exploitation of its records. To this end, the DataMaster (Nyulas et al. 2007) and OntoBase 

(Yabloko 2009) Protégé plug-ins were used to automatically construct ontologies from the 

Oracle database in Figure 6.1.  

Figure 6.2 shows the classes of the OWL ontology constructed from the Oracle database 

(Figure 6.1) with the DataMaster plug-in. The graphical representation of classes in Figure 

6.2 was obtained with the OWLViz virtualisation plugin.  The meaning of the graph in Figure 

6.2 is that all classes produced, inherit the default OWL class called Thing.  

The complete graph of the resulting ontology is shown in Figure 6.3; this graph was 

generated with the OntoGraf (Falconer 2010) virtualisation plug-in. Figure 6.3 shows all the 

classes of the ontology constructed with the DataMaster plug-in and the relationships 

between them. 

 

Figure 6.3: Ontology Constructed with DataMaster Plugin 
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Similarly, OntoBase plugin was used to construct OWL ontology from the Oracle database 

(Figure 6.1). Figure 6.4 shows a screenshot of the ontology constructed with OntoBase within 

Protégé. The structure of the ontology (Figure 6.4) is as follows: (1) a top level class, namely, 

Type, (2) the top level class Type is further divided into four subclasses, namely, Action, 

Tuple, Stream, Service and Ground; only the Action and Tuple subclasses are displayed in 

Figure 6.4, (3) the Tuple subclass in turn has a subclass dbo_Municipality which contains all 

the classes that reflects the tables from the Oracle database.  

 

Figure 6.4: Screenshot of Ontology Constructed with OntoBase Plugin 

The ontology in Figure 6.4 was further represented graphically in Figure 6.5 with the 

OWLViz virtualisation plugin. Figure 6.5 shows the inheritance structure of the ontology in 

Figure 6.4. A complete structure of the ontology in Figure 6.4 obtained with the OntoGraf 

visualization plugin is depicted in Figure 6.6. In Figure 6.6, all classes of the ontology 

constructed with OntoBase and the relationships between them are shown.  
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Figure 6.5: Part of the Inheritance Structure of Ontology Constructed with OntoBase Plugin 

via OWLViz 

As mentioned earlier, the OWL codes of the ontologies constructed with both DataMaster 

and OntoBase plugins were further analysed using the Parrot (Foundation CTIC 2014) 

ontology documentation software. Parrot displayed the structure of the resulting OWL 

ontologies as well as useful comments that explained the OWL constructs (Classes, Datatype 

Properties, Object Properties, etc.) within the ontologies.  
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Figure 6.6: Part of Ontology Constructed with OntoBase 

Both ontologies constructed with DataMaster and OntoBase (Figure 6.3 and Figure 6.6) were 

further analysed by applying conceptual relational database to ontology mapping 

rules/principles presented in Chapter 3 Subsection 3.2.3. Figure 6.7 shows the mapping 

results of the Oracle database (Figure 6.1) into ontology (Figure 6.2 and Figure 6.3) with the 

DataMaster plugin. The results in Figure 6.7 (a and b) shows that all tables were successfully 

mapped to ontology classes (Figure 6.2 and Figure 6.3) including the PropertyService bridge 

table. This is a deviation from the rules stated in Chapter 3 Subsection 3.2.3 because bridge 

tables are not supposed to be mapped into classes. In addition to classes mapped from the 

relational database tables, four other classes were mapped. These extra classes are annotation 

components added by the DataMaster plugin during the mapping process.  

With regards to Datatype Properties, the mapping rules in Chapter 3 Subsection 3.2.3  stated 

that all columns of the database should be mapped to Datatype Properties except foreign 

keys; however results in Figure 6.7 (a, b) shows that all 105 columns were mapped into 

Datatype Properties irrespective of whether they are foreign keys or not. DataMaster also 

added 7 extra columns for annotation purpose. This finding reveals a slight deviation from the 

mapping principles in Chapter 3 Subsection 3.2.3. The mapping rules in Chapter 3 Subsection 

3.2.3 further stated that relationships represented by foreign keys should be mapped to Object 
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Properties, with a creation of two object properties for each one-to-many and many-to-many 

relationship.  

  

Figure 6.7: (a) Database components (b) DataMaster Ontology Components 

The results in Figure 6.7 (b) shows that all 21 foreign keys were successfully mapped to 

Object Properties with an addition of 4 more Object Properties for annotation purposes as 

well. A deviation here is that duplicate object properties were not created to represent inverse 

functional properties as stated in the rules (Chapter 3 Subsection 3.2.3). Lastly, it was stated 

in Chapter 3 Subsection 3.2.3 that all database table records are mapped to individuals in 

ontology. The results in Figure 6.7(b) shows that all 10 test rows were successfully mapped 

to Individuals. Overall, the results in Figure 6.7 show that, according to database to ontology 

mapping principles, the ontology constructed with the DataMaster plugin has captured most 

of the features of the input database even though there were slight deviations from the 

database-to-ontology mapping principles (Chapter 3 Subsection 3.2.3).  
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Similarly, Figure 6.8 shows the mapping results of the Oracle database (Figure 6.1) into 

ontology (Figure 6.4, 6.5 and 6.6) with the OntoBase plugin. The structure of the resulting 

ontology is presented in Figure 6.8 (b) with 20 classes (leftmost bar), 62 Datatype Properties 

(second bar from the left to the right), 68 Object Properties (third bar from the left to the 

right) and 10 Individuals (rightmost bar). 

 

Figure 6.8: (a) Database components (b) OntoBase Ontology Components  

The mapping rules in Chapter 3 Subsection 3.2.3 prescribed that all relational database tables 

should be mapped to ontology classes with similar names except for bridging tables that are 

used to resolve many-to-many relationships. Figure 6.8 (a and b) shows that all tables in the 

database were successfully mapped to ontology classes with an addition of 1 class. The 

PropertyService bridge table was also converted into a standalone class. This is a deviation 

from the rules stated in Chapter 3 Subsection 3.2.3 because bridge tables are not supposed to 

be mapped into classes.  The mapping rules in Chapter 3 Subsection 3.2.3 also prescribes that 

all columns of the database be mapped to Datatype Properties except foreign keys. Results in 

Figure 6.8 (a and b) shows that all columns of the database were mapped into Datatype 

Properties except for foreign keys. In fact, the OntoBase plugin produced fewer Datatype 



 

 

 

 44

Properties; this proves that foreign key columns were indeed excluded. This is a major 

conformance with the mapping principles in Chapter 3 Subsection 3.2.3.  

With regard to Object Properties, the mapping rules in Chapter 3 Subsection 3.2.3 prescribed 

that relationships represented by foreign keys are to be mapped to Object Properties, with a 

creation of two object properties for each one-to-many and many-to-many relationship. The 

results in Figure 6.8 (b) show that all foreign keys were successfully mapped to Object 

Properties with all the necessary duplicates due to one-to-many and many-to-many 

relationships. Lastly, it was stated in Chapter 3 Subsection 3.2.3 that all database table 

records are mapped to individuals in ontology. The results in Figure 6.8(b) shows that all 10 

test rows were successfully mapped to Individuals. Overall the results in Figure 6.8 reveal 

that the structure of the ontology obtained with the OntoBase plugin has few deviations and 

does capture accurately the features of the input relational database according to the mapping 

principle in Chapter 3 Subsection 3.2.3.   

 

Figure 6.9: Chart of Comparison of Performances of DataMaster and OntoBase Plug-ins 

Figures 6.7 and 6.8 presented separate mapping results for DataMaster and OntoBase plugins. 

In Figure 6.9, all the results are tallied and the mapping performance of both plugins is 

presented. It is shown in the left block of Figure 6.9 that 19 database tables (left bar) are 

mapped into 23 ontology classes in DataMaster (middle bar) and 20 ontology classes in 

OntoBase (right bar). In the second left block of Figure 6.9, 105 database columns (left bar) 

are mapped into 112 Datatype Properties in DataMaster (middle bar) and 62 Datatype 

Properties in OntoBase (right bar). 
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Figure 6.10: Part of OWL Code of the Ontology 

The second right block of Figure 6.9 depicts 21 database foreign keys (left bar) that are 

mapped into 25 Object Properties in DataMaster (middle bar) and 68 Object Properties in 

OntoBase (right bar). These results reveal that DataMaster has more deviations concerning 

the production of an accurate Ontology from the relational database. OntoBase on the other 

hand had major conformance with the mapping principles in Chapter 3 Subsection 3.2.3; this 

conformance is witnessed in the low number of Datatype Properties (62) in the resulting 

ontology compared to the number of columns (105) in the input database as well as the high 
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number of Object Properties (68) compared to the number of foreign keys (21) in the input 

database.  

Finally, SPARQL queries created in Chapter 5 Section 5.5 are run on the OWL code of the 

ontology (Figure 6.10) and CQs along with users’ views of their answers are used to ascertain 

the ontology meets the requirements of the knowledge domain. Figure 6.11 and 6.12 shows 

sample SPARQL queries (CQ1 and CQ9 from Table 5.7) execution and outputs.  

 

  

Figure 6.2: CQ1 Sample (a) SPARQL Query and (b) Outputs 

The bottom part of Figure 6.11 shows the outputs of the CQ1 SPARQL query which are in 

this case, the list of all the service instances in the ontology. These are the services offered by 

the municipality to its customers.  
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Figure 6.3: CQ9 Sample (a) SPARQL Query and (b) Outputs 

The bottom part of Figure 6.12 shows the outputs of the CQ9 SPARQL query. These are the 

queries made by customers to the municipality.  

The outputs of SPARQL queries needed to be further analysed and mapped to the CQs 

(Chapter 5 Section 5.4). In Bezerra et al. (2013), it was demonstrated that SPARQL queries 

are assertional in nature and can only output classes or instances. Further, Bezerra et al. 

(2013) proposed an algorithm which split an input CQ into several tokens. Thereafter, the 

tokens are used to retrieve concepts or instances from the ontology. The resulting concepts 

and instances constitute the answer to the CQ. This approach is adopted in this study to map 

CQs to SPARQL queries outputs.  

To differentiate the authors from the end users of the ontology, three individuals were invited 

to participate in the study. The three participants were all owners of properties in South 

Africa and had good knowledge of the knowledge domain. Furthermore, the participants hold 

IT qualifications (MTech IT, BTech IT and BTech Computer Systems) and had good 

understanding of concepts of entity, class, term, instance, occurrence, etc. However, they had 

little knowledge of ontology.  



 

 

 

 48

The three participants were given the list of competency questions in Table 5.2 and asked to 

select in each question the terms/entities/classes that they think could be or that the instances 

could be the answer to the question. The lists of CQs were collected and the selected 

terms/entities/classes analysed against the SPARQL queries outputs as in Figures 6.13, 6.14 

and 6.15.  

 

Figure 6.4: Chart of the Mapping of Terms of Participant 1 to SPARQL Outputs Instances 

Figure 6.13 shows the results of the mapping of the CQs terms selected by the first 

participant to the outputs of the SPARQL queries. The chart in Figure 6.13 tells that one term 

was selected per CQ by the participant for 13 CQs and two terms for four CQs (CQ4, CQ9, 

CQ11, and CQ14). Further, it showed that all the selected terms had at least one instance in 

the SPARQL output results; in particular, the CQ9 has two instances in the output results. 

 

 

Figure 6.5: Chart of the Mapping of Terms of Participant 2 to SPARQL Outputs Instances 
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Similarly, Figure 6.14 shows the results of the mapping of the CQs terms selected by the 

second participant to the outputs of the SPARQL queries. From Figure 6.14 it can be noticed 

that the participant selected more terms per CQ; one term was selected for the CQs CQ2 and 

CQ6, two terms for CQs CQ1, CQ3, CQ7, CQ8, CQ10, CQ13, CQ15, CQ1 and CQ17, and 

three terms for the CQs CQ3, CQ9, CQ11, CQ12 and CQ14. Further, Figure 5 shows that all 

the selected terms had at least one instance in the SPARQL queries outputs, with CQ3, CQ9, 

CQ11, CQ12 and CQ14  having more instances in the outputs results. 

 

 

Figure 6.6: Chart of the Mapping of Terms of Participant 3 to SPARQL Outputs Instances 

Lastly, the mapping of the terms chosen by the third participant to the SPARQL queries 

outputs is presented in Figure 6.15. It is shown that the participant selected one term in most 

of the CQs except for CQ3, CQ7, CQ9, CQ14 and CQ16. In particular, the participant 

selected three terms in CQ9. Figure 6.15 also depicts that SPARQL output results included at 

least one instance of each selected term by the third participant with more instances for the 

CQs CQ3, CQ7, CQ9, CQ14 and CQ16.  

In light of the above, the output results of SPARQL queries execution against the ontology 

provided instances to all selected terms in the CQs. Therefore, it can be concluded that the 

ontology meets the requirements of the knowledge domain and can be useful in Semantic 

Web applications.     

6.4 Conclusion 

This chapter presented the experiments conducted during the study. The experiments 

included the development of a test relational database, automatic construction of ontology 

from the relational database, ontology verification through conceptual mapping 
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rules/principles, execution of SPARQL queries against the ontology and ontology 

competency evaluation through competency questions. Ontology verification through 

conceptual mapping rules/principles also included a comparison between resultant ontologies 

constructed with two different Protégé Plug-ins. The next chapter concludes the study by 

providing the summary of the work, limitations and discussion of future work.  
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CHAPTER 7 

CONCLUSION AND FUTURE WORK  

7.1 Summary of the Study 

In this study, a solution for semantic knowledge extraction and validation from relational 

database was proposed and practically implemented. The study began with a review of the 

sematic web literature to get practical ways in which data in relational databases can be 

exploited on the semantic web. Due to the fact that semantic exploitation of relational 

database is a very active research field, the review revealed shortcomings in the work that 

was already done. The identified shortcomings include among others many relational 

databases to ontology conversion tools still being in prototype state and some tools not being 

available to the public; and automatic ontology construction frameworks that failed to deal 

with an issue of ontology verification and ontology competency evaluation.   

 

A framework for semantic knowledge extraction was then conceptualised to deal with some 

of the highlighted shortcomings. The framework’s aim was to serve as a practical guideline 

from the automatic conversion of relational database to ontology, to the extraction of 

knowledge from the created ontology using a query application, until the verification and 

validation of the ontology to ensure that the ontology is valid and knowledge extracted from 

it is useful to the target knowledge domain.  

To practically apply the proposed framework, a real life knowledge domain to base the study 

on had to be identified. A case study was then conducted in the broad South African 

municipality domain. The domain was then narrowed specifically to information systems for 

service delivery in municipalities. The case study produced a relational data model for 

municipalities in South Africa. The data model was then implemented into a test database 

using Oracle as RDBMS platform of choice. 

The next phase of the study looked at the construction of ontologies from the relational 

database. The ontologies were automatically constructed from the input Oracle relational 

database with two Protégé plugins, namely, DataMaster and OntoBase. The semantic 

structures of the resulting ontologies were analysed by means of two visualization plugins 

including OntoGraf and OWLViz as well as an ontology documentation software, namely, 

Parrot. The performances of the plugins were further measured based on the database to 
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ontology mapping rules/principles. The results revealed that both tools reasonably convert a 

relational database to ontology with slight deviations from the database-to-ontology mapping 

principles. 

This study then evaluated the verified municipality ontologies which were automatically 

constructed from a relational database against requirements of the business domain. The 

requirements of the domain were modelled with competency questions which were executed 

against the ontology through SPARQL queries. The study applied a combination of Tropos 

Methodology and Competency Question Translation Approach to get a set of competency 

questions from the municipality knowledge domain and convert them into executable 

SPARQL queries. The results of the SPARQL queries were analysed using input from three 

participants who participated as users with an interest in the input ontology. The results from 

the analysis revealed that the input ontology does satisfy the requirements of the business 

domain (Municipality) based on the set of competency questions it was able to successfully 

answer to the participating users’ expectations 

7.2 Limitations, Recommendations and Future Work 

During the study a few limitations and challenges which could lead to opportunities for 

further research were noted. The challenges and limitations are as follows: 

• To practically apply the proposed semantic knowledge extraction framework, a 

relational database was developed locally to run the experiments. However it was 

noted that the relational database is not large enough. Even though the database 

enables to run small scale experiments as prove of concept; there is an opportunity to 

investigate possibilities of repeating the experiments with larger relational databases 

to test flexibility and scalability of some of our introduced approaches. 

• The proposed framework applies only one input relational database. This can be 

expanded by investigating possibilities of applying more than one relational database 

as input. 

• Due to availability and ease of use, the study opted for Protégé Plug-ins (DataMaster 

and OntoBase) to convert the input relational database into ontology. To address this, 

the future direction of the research would be to expand the study with other Semantic 

Web tools that are different from Protégé.   

 



 

 

 

 53

7.3 Conclusion 

 

This chapter concluded the study by providing a comprehensive summary of the work which 

included the main achievements and contributions of the study, amongst others. The chapter 

also fully highlighted the main limitations and challenges, including suggestions on how the 

challenges can be tackled through further research. The proposed framework for semantic 

knowledge extraction contributes directly to the main aim and challenge of semantically 

exploiting data stored in relational databases. Our ontology verification approach can also be 

applied in the semantic web community to verify ontologies automatically constructed from 

relational databases. Lastly, our ontology competency evaluation approach offers an 

alternative way to confirm that created ontologies do meet requirements and expectations of 

their target knowledge domains.   
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APPENDIX A 
 

South African Municipalities covered during Knowledge Domain 

Modelling (Case Study) 

 

Table A.1 : List of South African Municipalities 

Province  Municipality  

Gauteng Lesedi Local Municipality 

Gauteng Ekurhuleni Metropolitan Municipality 

Gauteng  Midvaal Local Municipality 

Gauteng  Merafong City Local Municipality 

Gauteng Mogale City Local Municipality 

Gauteng Randfontein Local Municipality 

Gauteng Westonaria Local Municipality 

Gauteng City of Johannesburg Metropolitan Municipality 

Gauteng City of Tshwane Metropolitan Municipality 

Mpumalanga Albert Luthuli Local Municipality 

Mpumalanga eMalahleni Local Municipality 

Mpumalanga Steve Tshwete Local Municipality 

Mpumalanga Mbombela Local Municipality 

Mpumalanga Goven Mbeki Local Municipality 

Mpumalanga Thaba Chweu Local Municipality 

Mpumalanga Victor Khanye Local Municipality 

Mpumalanga Umjindi Local Municipality 

Mpumalanga Msukaligwa Local Municipality 

KwaZulu Natal  Ethekwini Metropolitan Municipality 

KwaZulu Natal Msunduzi Local Municipality 

KwaZulu Natal Newcastle Local Municipality 

KwaZulu Natal Richmond Local Municipality 

KwaZulu Natal Umhlathuze Local Municipality 

KwaZulu Natal Hibiscus Coast Local Municipality  

KwaZulu Natal Emnambithi-Ladysmith Local Municipality 

KwaZulu Natal Umtshezi Local Municipality 

KwaZulu Natal Endumeni Local Municipality 

Western Cape George Local Municipality 

Western Cape Knysna Local Municipality 

Western Cape Stellenbosch Local Municipality 

Western Cape Breede Valley Local Municipality 

Western Cape Beaufort West Local Municipality 

Western Cape Drakenstein Local Municipality 

Western Cape Witzenberg Local Municipality 

Western Cape Mossel Bay Local Municipality 

Western Cape City of Cape Town Metropolitan Municipality 

Free State Metsimaholo Local Municipality 

Free State Dihlabeng Local Municipality 
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Free State Matjhabeng Local Municipality 

Free State Moqhaka Local Municipality 

Free State Setsoto Local Municipality 

Free State Tswelopele Local Municipality 

Free State Letsemeng Local Municipality 

Free State Mangaung Metropolitan Municipality 

Free State Naledi Local Municipality 

North West Tlokwe Local Municipality 

North West Rustenburg Local Municipality 

North West City of Matlosana Local Municipality 

North West Madibeng Local Municipality 

North West Ditsobotla Local Municipality 

North West Ramotshere Moiloa Local Municipality 

North West Mahikeng Local Municipality 

North West Ventersdorp Local Municipality 

North West  Lekwa-Teemane Local Municipality  

Northern Cape Khara Hais Local Municipality 

Northern Cape Ga-Segonyana Local Municipality 

Northern Cape Gamagara Local Municipality 

Northern Cape Emthanjeni Local Municipality 

Northern Cape Umsobomvu Local Municipality 

Northern Cape Tsantsabane Local Municipality 

Northern Cape Richtersveld Local Municipality 

Northern Cape Ubuntu Local Municipality 

Northern Cape Sol Plaatje Local Municipality 

Limpopo Ba-Phalaborwa Local Municipality 

Limpopo Elias Motsoaledi Local Municipality 

Limpopo Ephraim Mogale Local Municipality 

Limpopo Greater Tzaneen Local Municipality 

Limpopo Greater Letaba Local Municipality  

Limpopo Makhado Local Municipality 

Limpopo Lephalale Local Municipality 

Limpopo Mogalakwena Local Municipality 

Limpopo Polokwane Local Municipality 

Eastern Cape Makana Local Municipality 

Eastern Cape Ndlambe Local Municipality  

Eastern Cape Port St John Local Municipality  

Eastern Cape Nelson Mandela Bay Metropolitan Municipality 

Eastern Cape Kouga Local Municipality 

Eastern Cape Maletswai Local Municipality 

Eastern Cape Matatiele Local Municipality 

Eastern Cape Buffalo City Metropolitan Municipality 

Eastern Cape  Amahlathi Local Municipality 
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APPENDIX B 
 

Relational Data Modelling 
 

 

Figure B.1: Input Relational Database Schema 
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Competency Questions and their SPARQL Queries Code 
 

1. CQ1: What are the Services offered by the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?Description 

 WHERE {  

                  ?service a db:SERVICE. 

                                 ?service db:SERVICE.DESCRIPTION ?Description. } 

 

2. CQ2: What are the types of Services offered by the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT DISTINCT ?Type 

 WHERE {  

                  ?service a db:SERVICE. 

                  ?service db:SERVICE.TYPE ?Type. } 

 

3. CQ3: Which Services are consumables in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?Description 

WHERE {  

   ?service a db:SERVICE. 

   ?service db:SERVICE.DESCRIPTION ?Description.  

                  ?service db:SERVICE.TYPE ?type FILTER (?type = "Consumption").} 

 

4. CQ4: Which Services are basic in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 
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SELECT ?Description 

WHERE {  

   ?service a db:SERVICE. 

   ?service db:SERVICE.DESCRIPTION ?Description.  

                  ?service db:SERVICE.TYPE ?type FILTER (?type = "Basic").} 

 

5. CQ5: How many customers do we have in our municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT (count (?custID) AS ?count) 

WHERE {  

  ?cust a db:CUSTOMER. 

   ?cust db:CUSTOMER.CUSTOMERID ?custID.} 

 

6. CQ6: What are the names of our Customers? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?name 

WHERE {  

                 ?cust a db:CUSTOMER. 

   ?cust db:CUSTOMER.NAME ?name.} 

 

7. CQ7: What types of Customers are catered for in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?Description 

 WHERE {  

                  ?ctype a db:CUSTOMERTYPE. 

                  ?ctype db:CUSTOMERTYPE.DESCRIPTION ?Description. } 

 

8. CQ8: What are the overall queries in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 
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PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?details 

 WHERE {  

                  ?query a db:QUERY. 

                  ?query db:QUERY.DETAILS ?details.} 

 

9. CQ9: What are the details and status of the current customer queries? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

 SELECT *   

 WHERE {  

                  ?query a db:QUERY. 

                  ?query db:QUERY.DETAILS ?details. 

                  ?query db:QUERY.STATUS ?status.} 

  

 

10. CQ10: What are the types of valuation rolls in the municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?description  

WHERE {  

 ?query a db:VALUATIONROLLTYPE. 

 ?query db:VALUATIONROLLTYPE.DESCRIPTION ?description.} 

 

11. CQ11: How much is the highly rated property within the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT  (MAX (?value) AS ?value)  

WHERE {  

  ?prop a db:PROPERTY. 

  ?prop db:PROPERTY.STANDADDRESS ?address. 
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   ?prop db:PROPERTY.MARKETVALUE ?value} 

 

12. CQ12: What is the address of the most valued property in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

SELECT  ?address WHERE {   ?prop a db:PROPERTY. 

                                                   ?prop db:PROPERTY.STANDADDRESS ?address. 

                                     ?prop db:PROPERTY.MARKETVALUE ?value FILTER (?value = 

800000.0) } 

 

13. CQ13: How many properties do we have in the Municipality? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT (count (?propID) AS ?count) 

WHERE {  

  ?prop a db:PROPERTY. 

   ?prop db:PROPERTY.PROPERTYID ?propID.} 

 

14. CQ14: How many Services are offered for Residential Properties? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT (count (?ptID) AS ?count) 

WHERE {  

   ?pservice a db:PROPERTYSERVICE. 

   ?pservice db:PROPERTYSERVICE.PROPERTYTYPEID ?ptID.  

                  ?pservice db:PROPERTYSERVICE.PROPERTYTYPEID ?type FILTER (?type = 

21.0).} 

 

15. CQ15: What are the ID’s of Customers who put in queries? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 
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SELECT ?custID  

WHERE {  

   ?query a db:QUERY. 

    ?query db:QUERY.CUSTOMERID ?custID.} 

 

16. CQ16: What are the closed queries from the Customers? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?details   

WHERE {  

?query a db:QUERY. 

?query db:QUERY.DETAILS ?details. 

 ?query db:QUERY.STATUS ?status FILTER (?status = "Closed").} 

 

17. CQ17: What are the current open queries from the Customers? 

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

PREFIX owl: <http://www.w3.org/2002/07/owl#> 

PREFIX xsd: <http://www.w3.org/2001/XMLSchema#> 

PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#> 

PREFIX db: 

<http://biostorm.stanford.edu/db_table_classes/DSN_jdbc.oracle.thin.@localhost.1521.xe#> 

 

SELECT ?details   

WHERE {  

 ?query a db:QUERY. 

 ?query db:QUERY.DETAILS ?details. 

 ?query db:QUERY.STATUS ?status FILTER (?status = "Open").} 
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Some of Java and Jena API Screenshots 
 

 

 

Figure B.2: CQ1 in Jena 

 

 

 

Figure B.3: CQ2 in Jena 

 



 

 

 

 69

 

 

Figure B.4: CQ3 in Jena 

 

 

 

Figure B.5: CQ4 in Jena 
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Figure B.6: CQ5 in Jena 

 

 

Figure B.7: CQ6 in Jena 
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Figure B.8: CQ7 in Jena 

 

 

Figure B.9: CQ8 in Jena 

 

 

 


