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ABSTRACT 

The computer networks of higher academic institutions play a significant role in the academic 

lives of students and staff in terms of offering them an environment for teaching and learning. 

These institutions have introduced several educational benefits such as the use of digital 

libraries, cluster computing, and support for distance learning. As a result, the use of 

networking technologies has improved the ability of students to acquire knowledge, thereby 

providing a supportive environment for teaching and learning. However, academic networks 

are constantly being attacked by viruses, worms, and the intent of malicious users to 

compromise perceived secured systems. Network security threats and cyber-attacks are 

significant challenges faced by higher academic institutions that may cause a negative 

impact on systems and Information and Communications Technology (ICT) resources. For 

example, the infiltration of viruses and worms into academic networks can destroy or corrupt 

data and by causing excessive network traffic, massive delays may be experienced. This 

weakens the ability of the institution to function properly, and results in prolonged downtime 

and the unavailability of Information Technology (IT) services. 

This research determines challenges faced by higher academic institutions, identifies the 

type of security measures used at higher academic institutions, and how network security 

could be addressed and improved to protect against network security threats and attacks. 

Two research approaches were adopted, namely a survey and an experiment. Survey 

questionnaires were distributed to IT technical staff at higher academic institutions in 

Gauteng province to determine the challenges they face in terms of securing their networks. 

It is crucial that network security takes on a prominent role when managing higher academic 

institutions‘ networks.  

The results of the study reveal several challenges such as budget constraints, inadequate 

security measures, lack of enforcing network security policies, and lack of penetration testing 

on systems and the network. The results also reveal that the implementation of security 

measures can and does address network security threats and attacks. It is therefore 

extremely important for higher academic institutions to implement proper security measures 

to help mitigate network security threats and attacks. The framework proposed is based on 

the results from the research study to help mitigate network security threats and attacks at 

higher academic institutions. 

Keywords: Academic networks, cyber-attacks, higher academic institutions, network, 

network security attacks, network security threats, vulnerabilities 
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1.1 Background 

With network technology growing remarkably fast, network infrastructures are more 

complicated and it has become more challenging to implement and maintain network 

security. Most organisations‘ operational infrastructure use computer and network systems 

that have numerous capabilities such as storing, processing, and distributing data worldwide. 

The organisations generally store the information on their networks of which some 

information can be classified as sensitive and confidential. This information plays a crucial 

role in running the daily organisations‘ operations. However, organisations with inadequate 

network security attract attackers to infiltrate their networks, hence have unauthorised access 

to organisation‘s confidential information (Ciampa, 2012). Once the organisation‘s network is 

compromised, the organisation may be exposed to security risks such as leakage of 

confidential records. This act may lead to loss of crucial information and privacy of affected 

parties hence lead to bad reputation.  

The improved integration of computer and network systems allow network users to enjoy the 

convenience and the benefits of the network. However, this improvement has also brought 

unique levels of risks that may impact negatively on organisations‘ operations, especially 

when using the Internet. The Internet offers computer users the ability to learn and to find 

valuable and useful sources of information. However, Internet has also made it easy for 

computer users such as students and staff to access inappropriate content and to use 

academic networks for non-educational purposes (Wu, 2010; Liu & Zheng, 2011). For 

example, the introduction of viruses and worms into organisations‘ networks and usage of 

organisations‘ networks for illegal content sharing rendered them open to abuse. Burney & 

Khan (2010) state that viruses, worms and malicious conduct continue to cause new threats 

to academic services and assets. Therefore, computer and network security are very 

important and are key components to enhance security across the network to protect 

sensitive information; thus, network security should be a necessity for any organisation. 

Computer security is the process of protecting computer systems from unauthorised users 

by ensuring data confidentiality, integrity and availability on a computer (Masrom & Ismail, 

2008). The main purpose of computer security is to ensure that all information and computer 

resources on computer systems are secured. Thus, computer security helps to remove any 

vulnerability on a computer system that can harm or result in data loss when exploited. As a 

result, security has become one of the main concerns when an organisation connects its 

private network to the Internet. Despite the business type, network users require different 

Internet services such as Internet mail, File Transfer Protocol (FTP) and World Wide Web 

(www). Consequently, the demand of these services is very high. Therefore, network 

administrators have increasing concerns about the security of their networks as well.  
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Network security can be defined as the protection of information stored, transmitted, 

shared, and processed over the network from unauthorised users (Yi & Yifei, 2010; Ma et al., 

2016). McGee et al. (2004) define network security as a specific field in computer networks 

constantly evaluating new threats in order to secure network infrastructure. As such, it relies 

on layers of protection and diversity of components to increase the security of the computer 

network (Malik, 2003). According to Khobragade et al. (2011), network security ensures 

privacy, confidentiality, and data integrity by preventing and detecting unauthorised actions 

performed by network users. In fact, network security is crucial in computer networking as it 

imposes the policies and procedures developed and to be adopted by organisations— 

including academic institutions—to protect the information. It also ensures that the projected 

quality of service (QoS) for the network is not compromised while protecting the data. 

Therefore, based on a study done by Liu & Zheng (2011), network security ensures data 

confidentiality, integrity, and availability. As a result, network security has become 

increasingly a prominent concern that cannot be ignored or else the security and privacy of 

the organisations will be severely affected by network security threats and attacks.  

Thus, the implementation of network security should take into consideration a number of 

things such as network requirements, tools to be used on the network, and the environment. 

As a result, a proper implementation of network security could help reduce the possibility of 

successful attacks by providing timely attack mitigation through intrusion detection systems, 

intrusion protection systems, and other security measures. This could also help network 

administrators know how to respond properly to attacks or network incidents. When 

implementing network security, it is crucial to understand security attributes and objectives in 

order to provide sufficient protection for network assets. These attributes and objectives 

include confidentiality, integrity, availability, authentication, authorisation, and accounting. 

1.1.1 Confidentiality 

Confidentiality can be defined as the protection of information disclosure from unauthorised 

users (Vachon, 2012; Brooks, 2014; Arachchilage & Love, 2014). Organisations deal with 

confidential information that is normally processed and stored on computers on the network 

and communicated among the network users. It is important that confidential information is 

kept secret, preventing any unauthorised access to it. If this confidential information falls into 

the reprehensible hands of a hacker due to poor security measures or information being 

leaked by personnel, this could have negative consequences such as damage to the 

organisation‘s reputation, identity theft, and irreparable financial loss. 
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1.1.2 Integrity  

As mentioned by Vachon (2012), Dean (2013) and Brooks (2014), integrity refers to the 

assurance that information has not been modified without authorisation, hence, it protects 

against any errors and alteration of data. Within an organisation, there are Information 

Technology (IT) professionals who are being given the authority to access crucial data; 

however, they may also be the cause of errors and alteration of data resulting in a malicious 

threat. Malicious threats happens when authorised or unauthorised personnel misuse their 

powers to intentionally modify, delete, or corrupt data that  is crucial to the smooth operations 

of the organisation. Attackers from outside the organisation can also intentionally modify the 

data either stored on the computer system or transmitted across the network. 

1.1.3 Availability 

Availability is the process of ensuring that the information or network resources are available 

to authorised users to carry on with their activities in the organisation at any time (Vachon, 

2012; Dean, 2013; Brooks, 2014; Safa et al., 2016). As a result, the authorised users are 

neither denied access to the content of the information nor to the resources. Therefore, this 

enhances the organisation‘s productivity and performance. 

1.1.4 Authentication  

Authentication is the security objective that uniquely identifies a user or device normally 

using a username and password before being allowed access to network resources (Yu & 

Tsai, 2011; Regan, 2013; Zacker, 2014). Once the identity of the user or device is verified, 

the user or device can then access network resources depending on the user or device‘s 

authorisation. Authentication can be performed using a variety of methods, such as 

passwords, smart cards, and biometric factors like fingerprints. However, the most common 

authentication method in computer networks is the password. 

1.1.5 Authorisation  

Authorisation is the security objective granting a user or a program access rights and 

permission to carry out certain actions on a system or computer (Yu & Tsai, 2011; Regan, 

2013; Zacker, 2014). This security objective ensures that only authorised users have access 

to certain resources. 
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1.1.6 Accountability 

Accountability is the security objective allowing the tracking of an entity‘s actions on the 

system back to that particular entity (Yu & Tsai, 2011; Regan, 2013). This actually requires 

all network users, including network administrators, to be held responsible for their 

communications and behaviours that affect an organisation‘s security. 

Unlike commercial enterprises, college and university networks are implemented on a 

complicated network infrastructure, and support confidential information, research outputs 

and educational functions (Liu & Zheng, 2010). Academic networks are difficult to protect due 

to the nature of the open computing environment consisting of many users, network devices 

and applications (Cisco Networking Academy, 2007). As a result, academic network 

administrators are therefore challenged to ensure that all devices joining the network are 

secured and ensure a reliable and instinctive user experience (Cisco Networking Academy, 

2007; Murphy, 2014) as higher academic institutions do not have sufficient control over the 

devices used by students and staff on their campuses. Network administrators have to 

achieve the conflicting goals of maintaining network security while providing an open 

networking environment (Levine et al., 2003; Luker & Petersen, 2003). In addition, it is 

difficult for network administrators to effectively identify and mitigate network security threats 

and attacks and protect limited bandwidth resources from abuse and misuse.  

Higher academic institutions are faced with the challenge of network security threats and 

attacks and are proven vulnerable due to an open environment, leading to loss of confidential 

information and finances (Jones & Stallings, 2011; Raman et al., 2016). According to Raman 

et al. (2016), hacking, malware, and unintended disclosure are among the main causes of 

security breaches at higher academic institutions. Figure 1.2 shows different types of security 

breaches affecting higher academic institutions. Higher education institutions (HEIs) also 

experience hacking incidents or network attacks due to research data (intellectual property) 

that help generate funding from government to contribute to the country‘s economy 

(Chabrow, 2015). A security analyst, Tyler Shields (working at Forrester Research), asserts 

that higher academic institutions are easy targets for network attacks due to their open 

nature of communication (Roman, 2014). Based on Hearn (2016), about 79% of universities 

globally have had their reputation damaged due to network security attacks. Figure 1.3 

shows the number of incidents worldwide that took place at higher academic institutions over 

a period of five years from 2011 to 2015. Figure 1.4 shows the number of records exposed 

over the same period of five years after security breaches. 
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Figure 1.2: Types of security breaches affecting higher academic institutions 

(Source: Raman et al., 2016) 

 

Figure 1.3: Number of data breach incidents from 2011 to 2015 

(Source: Risk Based Security, 2016) 

 

Figure 1.4: Number of Records exposed after security breach between 2011 and 2015 

(Source: Risk Based Security, 2016) 
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Based on Figure 1.3, the number of incidents reported increased in 2011 and 2012. In 2013, 

the number of incidents declined; however, in 2014 the incidents gradually increased again. 

According to Risk Based Security (2016) in its Data Breach QuickView report, the year 2015 

experienced a high number of data breach incidents as compared to other years. In 2015, 

the number of incidents reported amounted to 3,930, exposing 736 million records as shown 

in Figures 1.3 and 1.4 respectively. Although there were many incidents in 2015, more than 

one billion records were exposed in 2013 and 2014. This is worrisome for any type of 

industry to have such a high number of incidents and records exposed. 

 

Figure 1.5: 2015 Incidents by threat vector 

(Source: Risk Based Security, 2016) 

According to Risk Based Security (2016), as shown in Figure 1.5, 78% of the incidents 

reported in 2015 were activities conducted outside the organisation, accounting for 64.6% of 

hacking incidents and exposing 58.7% of records. Security breaches, regardless of source 

(internal or external), have a negative impact on any organisation; therefore, network security 

should be prioritised. The occurrence of network security threats and attacks needs to be 

addressed urgently in order to improve network security. 

The purpose of the study is to uncover ways that can assist in fighting against network 

security threats and attacks to prevent the misuse/abuse of sensitive information and 

propose a framework to be implemented at higher academic institutions to improve network 

security. 

1.2 Rationale and motivation  

Network security has been of great concern to network managers and information technology 

(IT) directors because they are responsible for the security of an organisation‘s information 

assets. The ever-increasing quantity and complexity of network attacks continue to pose 
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unforeseen threats to corporate networks, resulting in an increase in the number of 

successful attacks every year. One such example is network outages caused by viruses and 

worms. As a result, academic institutions have been suffering from data breaches as well as 

loss of privacy and productivity degradation that could lead to a negative reputation (Piazza, 

2006; Dulanović et al., 2008). The purpose of the study is to find possible ways for mitigating 

network security threats and attacks at higher academic institutions and protect network 

resources from security breaches.  

The success of this research study could benefit academic institutions as well as non-

academic institutions that heavily depend on computer networks, by protecting computer 

resources, ensuring data integrity, limiting access to authorised users, and maintaining data 

confidentiality. The study would also help to improve compliance with security policies by 

making compliance a fundamental requirement for access to the network and minimise 

vulnerabilities on user machines through periodic evaluation and remediation.  

Most importantly, this research study‘s success could be achieved by implementing various 

security technologies such as firewalls, intrusion detection and prevention systems (IDPS), 

encryption, and other security mechanisms to defensively protect information resources. The 

research study could provide more timely attack mitigation through security intelligence that 

could recognise threats and recommend action before an entire network is affected. 

1.3 Problem statement 

The growing dominance of network security threats and attacks has become a concern at 

higher academic institutions. The academic institutions experience intrusions and attacks, 

hence suffer financial loss from computer downtime, data integrity and confidentiality 

breaches (Piazza, 2006). According to McIlwraith (2006), these incidents may be the results 

caused by inadequate security awareness among the staff members and lack of effectively 

enforcing security policies. Similarly, colleges and universities such as commercial 

enterprises face the problem of growing security threats and attacks whereby applications, 

assets, and information need to be protected (Cisco Networking Academy, 2007). Unlike 

enterprises, academic environments have unique network requirements for openness, 

flexibility, and bandwidth resources control that are beyond those of most business networks 

(Jones & Stallings, 2011). As a result, a network security breach in an academic network can 

compromise productivity of students, staff, and faculties and tarnish an institution‘s 

reputation. Therefore, this study attempts to determine possible ways that can enhance 

network security at HEIs by combating network security threats and attacks and propose a 

framework to improve network security at HEIs. 
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1.4 Research questions 

This research study is driven by a primary research question and secondary research 

questions, indicated below.  

1.4.1 Primary research question (PRQ) 

PRQ:  What can be done to mitigate network security threats and attacks at 

higher academic institutions1 in South Africa? 

1.4.2 Secondary research questions (SRQs) 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

SRQ4: What framework can be proposed for South African higher academic institutions 

to improve network security? 

1.5 Research objectives 

The primary and secondary research objectives, derived from the research questions, are as 

follows: 

1.5.1 Primary research objective 

 To establish ways to mitigate network security threats and attacks at higher 

academic institutions in South Africa 

1.5.2 Secondary research objectives 

 To determine the challenges surrounding network security at higher academic 

institutions 

                                                

1
 Higher academic institutions and higher education institutions (HEIs) are used interchangeably in this study as 

both refer to post-school academic institutions offering accredited qualifications.  
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 To identify what security technologies are available to protect against network 

security threats and attacks 

 To determine effective ways to improve network security at higher academic 

institutions in South Africa to address the network security threats and attacks 

 To develop and propose a framework for improving network security in South 

African higher academic institutions 

1.6 Research design and methodology 

Research design is defined differently by different authors. According to Grove et al. 

(2015:245), research design is defined as ―a blueprint for conducting a quantitative study that 

maximizes control over factors that could interfere with the validity of the findings‖. Other 

authors define research design as ―the researcher‘s overall for answering the research 

question or testing the research hypothesis‖ (Polit et al., 2001:167). Therefore, research 

design can be seen as the master plan shedding light on the research study in order to 

answer the research questions. In short, research design should clearly specify what kind of 

data is needed, what methods would be used for data collection and data analysis, and how 

the research questions are answered. 

Research philosophy is associated with ontology and epistemology. This research study 

adopts an objectivist ontological stance and positivist epistemological stance. A positivist 

philosophy focuses on discovering the truth and emphasises empirical data through scientific 

methods (Henning et al., 2004:17). This study thus adopts a deductive approach to studying 

social phenomena because the researcher wants to be objective. Consequently, this gives 

importance to research methods focusing on quantitative analysis and specifically for this 

research study, survey, and experimental research strategies. The survey instrument, 

primarily a questionnaire, was designed and sent via electronic mail to specialised technical 

IT security personnel (the IT services sections, not the academic ICT departments) at HEIs in 

order to identify network security threats and cyber-attacks. The purpose of the survey was 

to determine what security issues and challenges they experience when securing network 

systems and what security technologies are being deployed at higher academic institutions. 

This research study focuses on HEIs in the Republic of South Africa and seeks to find 

possible ways to assist HEIs in overcoming network security threats and attacks. The 

research study is explanatory, experimental, and quantitative. 
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1.6.1 Explanatory research 

With explanatory research, the researcher establishes any causal relationship between 

variables in order to explain effects or factors concerning the research problem (Saunders et 

al., 2009). In this research study, the researcher determines what causes network threats 

and attacks and how these pose as network security threats at HEIs. 

1.6.2 Experimental design 

Experimental design was carried out to assess the security threats and attacks on higher 

academic institutions‘ networks. Experimental design is the research design whereby 

experiments are systematically conducted in a natural setting such as the laboratory (Wilson, 

2014). This research design is more concerned with determining the causal relationships that 

exist between the variables, mainly the dependent variable and independent variable(s). 

According to White & McBurney (2012:120-121), a dependent variable is defined as ―a 

measure of the subject‘s behaviour that reflects the independent variable‘s effects,‖ while the 

independent variable is defined as the variable ―that is believed to cause some change in the 

value of the dependent variable‖. In this research study, the dependent variable is network 

security and the independent variables are network security threats and attacks because 

poor implementation of network security makes a network vulnerable to security threats and 

attacks. 

Experimental design requires intervention or treatment of an independent variable to 

evaluate the impact it makes on the dependent variable (Saunders et al., 2009). 

Experimental design involves two groups: experimental group and control group. The 

experimental group is exposed to intervention or treatment while the control group is not. 

This is done to assess or measure the changes that occur with the dependent variable 

before and after the intervention has been incorporated into the independent variable. For 

this research study, there were two Local Area Networks (LANs) designed, an experimental 

network and the control network. Both experimental network and control network were 

configured with minimal security measures and configurations but the experimental network 

was manipulated to impose threats and attacks on the network. Real-time monitoring tools 

were used to examine the network traffic in and out of the network. The data captured or 

collected was analysed for any network intrusions and network attacks to identify the 

effectiveness of the security protection mechanisms.  
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1.6.3 Quantitative research 

Quantitative research is defined differently by various authors. Aliaga & Gunderson (2002:3) 

define quantitative research as ―explaining phenomena by collecting numerical data that are 

analysed using mathematically based methods (in particular statistics)‖. Hyde (2000:80) 

defines a quantitative research approach as ―research that draws a large and representative 

sample from the population of interest, measure the behavior, and characteristics of that 

sample and attempt to construct generalisations regarding the population as a whole‖. 

Bryman & Bell (2011:717) define quantitative research as research that ―usually emphasises 

quantification in the collection and analysis of data‖.  

Quantitative research can therefore be viewed as research that fundamentally collects 

numerical data using statistical techniques or mathematical measures in order to provide an 

explanation of a specific phenomenon. This research methodology is used to measure the 

problem based on how the numerical data are generated or how data can be changed into 

useable statistics for the generalisation of the findings from a much bigger sample population 

(Muijs, 2010). Therefore, quantitative research uses quantifiable data in order to devise facts 

and discover patterns that exist in a research study/project. The questionnaire questions are 

designed in a specific manner to enable responses to be mathematically analysed. In 

summary, a quantitative research methodology is adopted for the researcher to obtain 

unbiased results independent of personal judgment. 

1.6.4 Research participants 

The Information Technology (IT) specialised technical security personnel, including IT 

Manager, IT Director, Security Director, System Engineer, Network Engineer, System 

Administrator, Security Administrator, Network Administrator, Network Operator, Security 

Analyst, Security Manager, Compliance Auditor, Compliance Officer and other IT 

professionals such as Network Technicians, participated in this research study. Mostly these 

participants hold positions at high ranking levels and as a result, are believed to be 

competent and equipped with technical knowledge, skills and values relating to systems and 

network security management. It is therefore assumed that they should be able to provide 

information that can assist the researcher in understanding the research problem in a wider 

context and assist towards achieving the research objectives. 

1.6.5 Data analysis 

The data collected from the experiments and survey questionnaire were analysed to address 

the following objectives:  
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 Determine the challenges surrounding network security at HEIs 

 Identify what security technologies are available to protect against network security 

threats and attacks 

 Determine effective ways to improve network security at HEIs in South Africa to 

address network security threats and attacks  

The data collected using questionnaires were analysed using statistical analysis techniques 

utilising a data management software package called Statistical Package for the Social 

Sciences (SPSS). The data collected from the experiments were analysed using network 

analysis software packages called Wireshark Network Analyser and Colasoft Capsa 9.1 

Enterprise. The information obtained gives an insight into network security levels at HEIs. 

1.7 Delimitations 

This study focuses on network security threats and attacks at higher academic institutions in 

Gauteng province in the Republic of South Africa, mainly to find possible ways to assist in 

reducing network breaches at HEIs. 

1.8 Ethical considerations 

Ethics are the moral code concerned with differentiating between good and bad behaviour or 

values; hence they control the actions and conduct of people or an individual (Blumberg et 

al., 2014). According to Gay et al. (2015), researchers across all fields have the huge 

responsibility of carrying out research studies successfully by building a trust relationship 

with the participants and maintaining professionalism by adhering to ethical standards. To 

ensure the success of the study and confirming that the proper principles are being followed, 

the researcher obtained informed consent from the participants before conducting this 

research study (Annexure A). According to Easterby-Smith et al. (2012), it is essential for the 

researcher to state the purpose of the study clearly so that the participants can notice the 

value of the study. The purpose of the study was clearly explained to the participants so that 

participants could decide whether to take part in the research study or not. This encouraged 

the participants because they were informed of the benefits of taking part in the research. 

According to Bryman & Bell (2011), explaining the purpose of the study assures the 

participants that they would not be subjected to any harm such as emotional stress or 

embarrassment for taking part in the research study; their dignity would be respected and 

prioritised. It was clearly stated that participation in the research study is completely 

voluntary. However, based on McNamara (1994), voluntary participation can sometimes 

result in a low number of responses leading to response bias. Dillman (2007) recommends 
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the use of various contacts (communication techniques) to promote high response rates. 

Easterby-Smith et al. (2012) assert that the survey should be short and made easy to answer 

in order to increase the chances of obtaining more replies from participants. The researcher 

should also reassure the participants of their confidentiality and anonymity for participating in 

the research study in order to gain their trust that could increase the response rate 

(Easterby-Smith et al., 2012).  

To obtain a high response rate, the participants were reminded twice via email to complete 

the questionnaire. They were also reassured of the confidentiality of their answers and their 

anonymity should they decide to take part in the study (Annexure A). It was explained to 

participants that their names, personal information, and responses would remain anonymous 

unless they give their consent to release the information. This aspect of ethics is crucial as it 

assures participants that the researcher will protect their privacy regarding the information 

being provided during the research study. Saunders et al. (2009) confirm the importance of 

assuring participants of confidentiality and anonymity of the information being provided to 

remove any doubts or ethical concerns. This, according to Polit et al. (2001) is done to 

respect human dignity and justice.  

1.9 Chapter outline 

The outline of this research study is as follows:  

Chapter 1: Introduction 

In this chapter, a brief introduction of network security in academic networks is provided. The 

rationale and motivation of the research study are discussed. The problem statement, 

research questions, research objectives, research design, delimitations, and ethical 

considerations are described and an outline of the study is given. 

Chapter 2: Literature Review 

In Chapter 2, an overview of various types of network environments that are implemented at 

HEIs is provided. The challenges faced by HEIs as well as the different types of security 

technologies, which may be used at higher academic institutions and relevant literature, are 

discussed. 

Chapter 3: Research Methodology 

Chapter 3 provides detailed information on how this research study was carried out. The 

research philosophy, research approach and research strategy to be implemented in this 

research study are addressed. The research methods selected for the study are 
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emphasised. A detailed description of data collection and data analysis techniques are 

provided. 

Chapter 4: Survey Data Analysis 

This chapter entails the analysis and interpretation of the data obtained from the survey 

questionnaire carried out. Thus, the results obtained in terms of the research objectives are 

discussed. 

Chapter 5: Experimental Data Analysis 

This chapter elaborates on how the experiments were conducted. The outcome of the 

experiments is provided and the results are discussed. 

Chapter 6: Discussion 

This chapter critically examines research findings from both the survey and the experiments 

conducted and the implications on network security. 

Chapter 7: Recommendations and Conclusion 

The final chapter concludes the research study by addressing the research objectives as well 

as what the study has achieved. This chapter also highlights future research that can be 

conducted. 
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2 CHAPTER 2: LITERATURE REVIEW  

 

Figure 2.1: A graphical illustration of Chapter 2: Literature Review 

2.1 Introduction 

Colleges and universities have introduced many educational benefits through connectivity to 

academic networks. These include the utilisation of network supported distance learning, 

cluster computing and digital libraries. It has enhanced students‘ ability to acquire 

knowledge, thereby providing a supportive teaching and learning environment. However, 

HEIs have complex and diverse computer systems that hold crucial information such as 

financial data and students‘ academic records, making these systems vulnerable to different 

kinds of security attacks. 

In this chapter, different types of networks commonly deployed in an academic environment 

are discussed. Also discussed are the network security challenges faced by academic 

institutions as well as vulnerabilities, network security threats, network security attacks and 

hacking incidents in HEIs. Lastly, security technologies used in academic institutions are 

elaborated on.  
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2.2 Networks in an academic environment 

A network is a group of computer systems or devices connected together to share 

information and resources (Cisco Networking Academy, 2014). A network provides easy 

communication between network users by means of collaboration tools such as instant 

messaging, voice and video chats. It offers centralised administration that helps reduce the 

administrative costs that can be incurred when managing the data and devices on the 

network (Cisco Networking Academy, 2014). A network further assists in reducing data 

duplication and corruption because data stored on servers can only be accessed by 

authorised users (Ciampa, 2012). 

A network can be distinguished by characteristics such as the area it serves, the media used 

for connecting network devices and different types of networking devices used (Donahue, 

2011; Cisco Networking Academy, 2014). The commonly used network types in an academic 

environment include Local Area Network (LAN), Wireless Local Area Network (WLAN) and 

Wide Area Network (WAN). LAN can be defined as the computer network interconnecting 

end devices within a limited area that run under one administrative control such as a 

campus, home or school (Dean, 2013; Cisco Networking Academy, 2014). Figure 2.2 shows 

a generic diagram of a Local Area Network.  

 

Figure 2.2: A Local Area Network (LAN) 

(Source: Cisco Networking Academy, 2013) 

In this network, there are three desktop computers, a Voice over IP (VoIP) phone and a 

server. All of these end devices are connected to a LAN switch using a network cable, in 

particular, a straight-through cable to communicate with each other. The transmission 

technologies often used in LANs are Ethernet for twisted pair cabling and wireless 

connection.  



18 

 

WLAN is a network that connects a group of wireless devices within a certain area to an 

access point using electromagnetism (Dean, 2013; Gopalakrishnan, 2014). WLAN is well 

liked because it is easy to install and allows users easy movement or mobility within the 

coverage area that increases the users‘ productivity. WAN is a network that connects 

multiple LANs in locations geographically separated. Wide Area Networks are usually 

administered by Internet service providers (ISPs) or by service providers (SPs) and offers 

slower-speed links among Local Area Networks. An Internet is an example of WAN (Dean, 

2013). Figure 2.3 shows a generic diagram of a Wide Area Network. In this network, there 

are two Local Area Networks, each connected to a router to allow network devices within a 

LAN to communicate with other network devices outside the LAN. 

 

Figure 2.3: A Wide Area Network (WAN) 

(Source: Cisco Networking Academy, 2013) 

2.3 Challenges surrounding network security at higher academic institutions 

With the development and the use of Internet and network technologies ever increasing, 

academic institutions face many challenges, including vulnerabilities, network security threats 

and cyber-attacks. These cyber-attacks can originate from different sources such as mobile 

devices and access channels. Based on a study conducted by Murphy (2014), the cyber-

attacks exploit a wide range of potential weaknesses such as social engineering, Bring Your 

Own Device (BYOD) policies, design flaws and botnet activities. Therefore, network security 

threats and cyber-attacks are a significant challenge faced by academic institutions, which 

may cause a negative impact on systems and Information Technology (IT) resources. Rezgui 

& Marks (2008) state that it is very important to understand challenges and increasing IT 

security threats and attacks faced by HEIs to avoid potential data loss, bad reputation and 

financial loss. 
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According to studies performed by Jones & Stallings (2011) and Singh et al. (2016), colleges 

and universities are the primary targets of network security threats and cyber-attacks 

because of the enormous amount of computing power they possess and open access they 

provide to resources. This open access might result in weak Internet gateway firewalls, 

minimal configuration of computers and network devices, malware infections, and insufficient 

monitoring of the network for unauthorised access (Luker & Petersen, 2003; Raman et al., 

2016). Thus, providing students and hackers or attackers the opportunity to exploit 

Information Technology resources makes the systems a target for cyber-crimes. Based on a 

study by Jackson et al. (2004), the rate of network traffic growth has become ever more 

difficult to monitor and to isolate threats from normal activities. Therefore, Levine et al. (2003) 

and Luker & Petersen (2003) believe it is extremely challenging for network administrators at 

HEIs to provide academic freedom while at the same time attempting to implement strict 

control measures on the networks. According to Raman et al. (2016), inadequate physical 

security affects the capability of HEIs to establish the source of network attacks or security 

incidents that have physical elements. This therefore creates a serious challenge for higher 

academic institutions. 

As stated by Song & Ma (2012), academic institutions have standards and legal 

responsibility to follow in order to protect data and maintain data confidentiality. Academic 

institutions must therefore ensure and maintain a secure environment while providing the 

balance between the open environment and managing security against malware and 

sensitive data extrusion (Rezgui & Marks, 2008; Marchany, 2014). Thus, balancing academic 

freedom, which means allowing an open environment and tightening network security, is an 

extremely challenging task. 

Malik (2003) clearly states that network security has become increasingly important to 

ensure consistent security throughout the entire network. However, according to an 

Information Security Officer, Joshua Mauk, at the University of Nebraska in his interview with 

Infosecurity Magazine, academic institutions have decentralised systems that results in 

applying different security protocols or strategies transversely on the network (Bradbury, 

2013). This leads to inconsistent security in the protection of confidential information and 

intellectual property. Furthermore, it becomes complicated to enforce efficient security 

practices with decentralised systems (Raman et al., 2016; Singh et al., 2016). Consequently, 

this essential characteristic of decentralised systems creates a number of challenges such as 

leadership, technical infrastructure and decision-making. May & Lane (2006) indicate that 

these decentralised systems often become the target of attacks because they are exposed to 

vulnerabilities.  
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Higher academic institutions also face a lack of skilled personnel who possess the required 

attributes needed in the network security field in order to deploy, maintain, and most 

importantly, manage the network without creating vulnerabilities with malicious intent in the 

systems (Marchany, 2014). According to Wu (2010), IT departments are also overwhelmed 

with budget and resource constraints due to a lack of funding. Funding plays a crucial role in 

hiring and maintaining qualified IT personnel because of the competitive edge with regard to 

industry salaries. Furthermore, inadequate funding prevents HEIs from deploying the 

necessary security technologies to reduce network security threats and attacks (Raman et 

al., 2016). This has a dire effect on operational efficiency, as the IT departments cannot fully 

protect the resources of HEIs. As a result, systems might become vulnerable; that can easily 

be exploited. Once the vulnerabilities in systems have been exploited, the compromised 

systems can be used to spread malicious code to attack other systems (Wu, 2010). 

2.3.1 Vulnerabilities and network threats 

Vulnerability is the existence of flaws or weaknesses in a system‘s design, security controls 

or implementation that can result in a computer system or network security being 

compromised (Mendyk-Krajewska & Mazur, 2010; Anderson et al., 2016). The exploitation of 

vulnerabilities in applications, browsers, operating systems, or misconfiguration of network 

devices is still common and poses a threat to any organisation. The operating systems and 

software used by institutions may have design flaws or bugs that could allow an attacker to 

exploit applications or permit viruses to perform tasks on behalf of the administrator (Wu, 

2010). Ryerson University experienced a system error in their student administration system 

that resulted in the exposure of 588 students‘ personal information (Ruffolo, 2009). Based on 

the investigation and analysis group led by Ernst & Young Canada, the software upgrade on 

the system caused the software glitch that resulted in a privacy breach (Ruffolo, 2009). 

Cisco Networking Academy (2013) classifies vulnerabilities into three categories, namely 

technological, configuration and security policy, all leading to network and other attacks. 

Technological vulnerabilities include weaknesses that exist on Transmission Control 

Protocol/Internet Protocol (TCP/IP), operating systems and network equipment as shown in 

Table 2.1. These vulnerabilities, if overlooked, could create many problems for academic 

institutions, as the attackers could gain access to institutions‘ networks and steal confidential 

information. 
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Table 2.1: Technological vulnerabilities 

 (Source: Cisco Networking Academy, 2013) 

 

Based on Dzung et al. (2005), attackers use well-known techniques such as password 

cracking and methods to exploit vulnerabilities in systems to achieve their goals.  According 

to Jingbo & Pingping (2010) and Qader (2016), using weak passwords for authentication 

purposes poses a security threat as they are easily guessed due to the low entropy they 

possess. Weak passwords can also be exploited by brute force, hence allowing the attacker 

to have access to systems or websites. Table 2.2 shows the configuration vulnerabilities as 

well as how each can be exploited. Network administrators should learn more about 

configuration vulnerabilities and know how to configure network devices properly in order to 

protect against such vulnerabilities. The failure to deal with equipment misconfigurations, 

mainly network devices, can impose threats into an organisation‘s network. It is therefore 

essential to use strong cryptic passwords to avoid being easily guessed, and use unique 

passwords for accounts that have access to confidential data.  

In 2002, a student from the University of Delaware was able to hack into a professor‘s 

account by guessing the password and successfully changed her grades online (Read, 

2002). Because of the incident, the student faced several charges including unauthorised 

access and misuse of information. Unfortunately, incidents such as this one may undermine 

the institution‘s credibility and capability. In January 2005, the hacking in progress was 

interrupted at George Mason University after the system administrator found inconsistencies 

with data streaming (Noguchi, 2005).  According to Noguchi (2005), the hacker was able to 

break into one of the computers, trying to hack into a database by guessing the passwords.  
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Table 2.2: Configuration vulnerabilities 

    (Source: Cisco Networking Academy, 2013)  

 

The exploitation of a database is also a common threat since the attacker can use a 

Structured Query Language (SQL) injection to attack the database. In November 2006, the 

database of the University of California, Los Angeles, was compromised, exposing 

confidential information of about 800,000 students and staff (Kawamoto, 2006). The 

confidential information in the database included home addresses, contact information, social 

security numbers and dates of birth. According to the acting Chancellor of the University of 

California, Los Angeles, Norman Abrams, the hacker had been accessing this information for 

more than a year without being discovered (Kawamoto, 2006). The failure to update or fix 

operating systems or applications flaws can lead to high recovery costs from a security 

breach or incident, hence resulting in an unfavourable reputation. It is therefore important for 

the systems and software to be updated to correct any design flaws and have situational 

awareness to increase visibility and reduce security risks.  

The most crucial aspect in computer network security, and which is often ignored by IT 

security personnel, is that vulnerability in the system can lead to the network being breached 

by both internal and external sources (Burney & Khan, 2010). According to Wang & Liu 

(2011), Haeussinger & Kranz (2013) and Anderson et al. (2016), IT security personnel at 

HEIs are more focused on protecting the network from external sources and tend to overlook 

supervision on internal behaviour. This causes students to freely use a variety of network 

hacking software for experimental purposes to bring harm to the network. Al-Akhras (2006), 
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asserts that universities experience internal network security breaches because it is easy for 

staff and students to download hacking software from the Internet and use it to hack the 

network. Accordingly, this can be attributed to the lack of enforcing security policies within 

the network. A security policy plays an important role in guiding network administrators to 

detect, prevent, and know how to respond to security breaches (Von Solms & Von Solms, 

2004). Baskerville & Siponen (2002) assert that security policies which will practically guard 

the confidentiality, integrity, and availability of higher academic institutions‘ resources, are 

increasingly needed. Table 2.3 shows security policy vulnerabilities and how these 

weaknesses are exploited.   

Table 2.3: Security policy vulnerabilities 

 (Source: Cisco Networking Academy, 2013) 

 

A security policy is such an important document for an organisation because it states in the 

form of writing how the organisation intends to safeguard its physical and information assets. 

However, if the security policy is poorly written and not properly enforced within an 

organisation, it can create unexpected security threats. In May 2012, the University of 

Nebraska‘s most important database, the Nebraska Student Information System which held 

personal information for 654,000 students, was breached internally (Bradbury, 2013). 

According to Joshua Mauk, an Information Security Officer at the University of Nebraska, the 

hacker was able to gain administrative control and accessed student data and financial 

information (Bradbury, 2013). This can be the result of not enforcing security policies on 

network users. 
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Malicious attacks are often carried out by IT security personnel who have system privileges; 

these attacks therefore pose a threat to any organisation. Experienced IT security personnel 

may intentionally sabotage the organisation they are working for to steal information by 

creating backdoors into the systems for accessing information at a later stage. According to 

Whitman & Mattord (2012), student and staff errors are also found to be among the high-

ranking threats to information assets in an organisation. It is therefore deemed essential for 

IT security personnel to be encouraged to enforce security measures (Pfleeger et al., 2015). 

Czernowalow (2005) says the occurrence of security breaches can be more costly than 

establishing a security system. HEIs should therefore put into practice and train network 

users on policies for improved security results. When users are exposed to policies, this can 

increase the customs (acceptable practices regarding policies) of the institution policies that 

in turn increases awareness among the users (Cronan et al., 2006).  

Based on studies conducted by Jones & Stallings (2011) and Manshaei et al. (2013), 

network security has progressively become a concern to different types of organisations due 

to the high number of various cyber-attacks, i.e. virus or worm propagation, denial of service 

(DoS) attacks and hacking incidents. It is necessary for academic institutions to protect their 

information and assets from the same threats affecting general commercial and government 

networks. HEIs are therefore faced with the need to apply enhanced security measures 

without compromising their important principles. The infiltration of viruses, worms, and 

Trojans into academic networks can destroy or corrupt data and by causing excessive 

network traffic, massive delays may be experienced (Li, 2011). This act may weaken the 

ability of the institution to function properly and result in prolonged downtime and 

unavailability of Information Technology services. It can be costly for an organisation to 

restore IT services to normal and recover data, resulting in an overwhelming task for IT 

security personnel (Updegrove & Wishon, 2003).  

In May 2007, Colorado University Boulder‗s database was infected by a computer virus that 

resulted in names and social security numbers for approximately 45,000 students being 

exposed (PostIndependent, 2007). According to university‘s security officials, the computer 

virus penetrated through the vulnerability found in an antivirus program due to security 

misconfiguration settings (PostIndependent, 2007). In 2009, a network computer containing 

students‘ confidential data at Kapiolani Community College suffered a malware infection 

resulting in an infected computer being accessed and controlled remotely (University of 

Hawaii‘s system, 2009). A similar incident occurred at Penn State University in 2013 where 

computers containing confidential data were infected with malware (Cohen-Abravanel, 2013). 

The use of mobile devices or BYOD (Bring Your Own Device) within an organisation allows 

mobility and flexibility, hence increasing the efficiency and productivity of users (Scarfò, 



25 

 

2012; Morrow, 2012). The faculty and students can perform work-related or study-related 

tasks from anywhere convenient to them. However, BYOD has brought security concerns 

and challenges when accessing the institution‘s network because these devices are not 

being managed by IT security personnel (Marrow, 2012; Arachchilage & Love, 2014). Raman 

et al. (2016) assert that IT security personnel have little control over these devices and 

managing the security controls when connected to HEI networks. According to Eslahi et al. 

(2012), mobile devices and BYOD become vulnerable to different kinds of malicious attacks 

that could consume IT resources and cripple the institution‘s services. Most of these devices 

do not have malware protection installed; hence, BYOD poses a threat to the network in 

terms of viruses, worms, or Trojans that could easily infect the network once they are 

connected to the network. 

Furthermore, if a device gets missing or stolen, the data can end up in the wrong hands of an 

unknown user, resulting in unauthorised access and data loss (AlHarthy & Shawkat, 2013). 

In fact, the use of mobile devices on an institution‘s network increases threats to an 

organisation‘s data stored on mobile devices. In addition, unknown users in possession of 

stolen or lost mobile devices could hamper administrative control over the device in terms of 

monitoring the data or applications. Based on the outcomes of a study by Verizon (2015), 

published in their Data Breach Investigation Report, incidents on data breaching, which 

include mobile devices, accounted to 15.3% due to physical theft or loss. In 2005, a laptop at 

the University of California, Berkeley, was stolen from an unlocked office that resulted in the 

disclosure of confidential data of more than 98,000 students (Burress, 2005). Therefore, it is 

necessary for academic institutions to create, revise and enforce user and security policies 

regarding mobile devices or personal computers within the academic institution‘s network in 

an effort to protect data loss or data leakage. The use of encryption techniques to protect 

sensitive information against data breaches should be encouraged. 

Although wireless networks provide mobility and increase productivity among network users, 

it poses a set of security challenges and threats to the network. In addition to distinctive 

problems a wired network and technology devices can create, a lack of security in WLAN can 

make an institution‘s network traffic and resources vulnerable to unauthorised access by 

intruders. Furthermore, a security breach in a wireless network can be an entry point to a 

number of network attacks. Some of the challenges faced in a wireless network are 

discussed next. 

2.3.1.1  Eavesdropping and data modification 

WLANs spread the network traffic ‗in the air‘, making it difficult to control who receives these 

wireless signals. According to a study by Yu et al. (2010), wireless network traffic is mostly in 
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plaintext format making it easier for an attacker to intercept wireless communication, hence 

gaining access to confidential data being sent out across the network. Eavesdropping is a 

process involving examining the packets being transmitted between the source and the 

destination. Eavesdropping in a wireless local area network is among the biggest security 

problems as the intruder is able to monitor network traffic. Figure 2.4 shows how the 

eavesdropping attack works. During the first phase (1), the hacker starts by inspecting the 

network traffic flowing between the user and the server. Upon inspection, the hacker realises 

the user has established a Telnet connection, which is a networking protocol that allows a 

user to establish a remote connection on a remote computer. However, all the 

communication between the user and server on Telnet protocol is transmitted in plaintext.  

 

Figure 2.4: Eavesdropping attack 

(Source: eTutorials.org, 2016) 

During phase (2), the hacker is able to obtain the user‘s credentials and use it on behalf of 

the user to log on to the server. After the attacker has intercepted data transmitted on a 

network, the attacker can perform tasks such as modifying the content packets being 

transmitted on a network, making changes in the way the program functions or performs, and 

changing the data file value. All these tasks are achieved without the knowledge of both the 

sender and the receiver. Confidentiality and integrity are compromised because the hacker 

can now access and modify all files on the server that the user is given permission to. 

Implementing encryption services based on strong cryptography could assist in the fight 

against eavesdropping and data modification. Using a virtual private network can also help 

prevent this type of attack because virtual private networks are equipped with different 
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encryption algorithms such as Data Encryption Standard (DES) and Advanced Encryption 

Standard (AES) to protect data on the network and systems. 

2.3.1.2  Spoofing and session hijacking 

The wireless network do not provide authentication for the source address that is mainly the 

MAC address. As a result, the attacker can easily gain access to data and resources in the 

network by pretending to be the legitimate user. This can be achieved by spoofing the Media 

Access Control (MAC) addresses of the devices allowed to access the network and hijack 

the sessions. If the attacker can successfully hijack the session, the attacker can easily 

accomplish eavesdropping and disruption. However, implementing authentication and 

access control mechanisms can help eliminate spoofing.  

2.3.1.3  Denial of Service (DoS) 

DoS is defined as an attack whereby the intruder sends invalid messages to flood the 

network in an attempt to make network resources unavailable (Zargar et al., 2013). Since the 

WLAN uses radio transmission for communication, this network is susceptible to a DoS 

attack. The use of a powerful transceiver can also generate radio interference that can 

tamper with communication in a WLAN while using a radio path. 

2.3.2 Network security attacks 

Networks are vulnerable to different types of attacks and unauthorised monitoring. Network 

attacks are attempts or intrusions by an attacker to modify or make use of network resources 

without authorisation. Damages caused by network security attacks can range from data 

theft and loss of time to disabled or crippled services, loss of data confidentiality, financial 

loss, and bad reputation. As Fuchsberger (2005) mentioned, cyber-attacks are not 

implausible incidents occurring to certain exposed networks that are highly publicised; most 

networks are likely targeted. Hackers are particularly looking for specific types of information 

such as personal and research data that can be used for identity theft as well as committing 

criminal activities. In addition, hackers try to compromise network devices and use these to 

launch attacks while hiding among legitimate applications within a large and under-protected 

network (Mateski et al., 2012). Therefore, academic networks must be protected and actively 

monitored for a variety of constantly evolving threats and attacks. If proper security measures 

or technologies are not implemented, security attacks are likely to take place. The most 

common network security attacks in academic networks are discussed below. 
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2.3.2.1  Denial of Service (DoS) attack 

This is an attack denying legitimate users access to network resources by flooding the server 

with many requests with the intention to crash the system (Zargar et al., 2013; Hemalatha & 

Vijithaananthi, 2017; Prabhakar, 2017). The intention of the attacker is to interrupt the 

services offered to network users or systems and prevent the flow of legitimate network 

traffic. According to studies by Mirkovic & Reiher (2004) and Ranjan et al. (2006), a DoS 

attack consumes server resources, network resources and available network bandwidth by 

sending large number of packets to the network, resulting in slow network performance.  

Therefore, a DoS attack imposes as the main threat to network connectivity and network 

quality of service as it stops communication between network devices (Sharma et al., 2016; 

Hemalatha & Vijithaananthi, 2017). In April 2006, Ohio University was under a cyber-attack 

where a database server with more than 300,000 records of alumni, students and staff was 

hacked, exposing about 137,000 social security numbers belonging to individuals (Sandoval, 

2006; Vijayan, 2006). According to the Athens-based University‘s Chief Information Officer, 

Bill Sams, the intrusion was discovered by an IT official after realising the compromised 

server was being used to initiate a DoS attack against an external target (Sandoval, 2006). 

2.3.2.2  Distributed Denial of Service (DDoS) attack 

A DDoS attack uses multiple infected computers also known as zombies from different 

geographical locations to launch an attack (Zargar et al., 2013). Figure 2.5 shows a generic 

representation of a DDoS attack. According to Reid & Lorenz (2008), a DDoS attack follows 

a specific approach to launch the attack. The attacker initially checks systems for 

vulnerabilities that can then be exploited to gain access. Once access is granted to several 

systems (handlers), the attacker installs zombie software that infects agent systems. After 

the agent systems have been infected, the attacker gains access to these agent systems and 

runs remote-control attack application to accomplish the DDoS attack on a targeted server. 

The intention of the DDoS attack is to disrupt the services on the targeted server by crashing 

the system or resulting in slow response. 
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Figure 2.5: A generic representation of Distributed Denial of Service attack 

(Source: Cisco Networking Academy, 2013) 

This attack becomes difficult to trace because zombies are in different locations. 

Differentiating the legitimate traffic from the attacker‘s traffic seems impossible, and again, it 

is not easy to trace the traffic back to its source. Furthermore, a DDoS attack requires 

qualified network security personnel to discover where the problem originates and then find 

ways to stop the attack while attempting to manage the network traffic. According to Zargar 

et al. (2013), a DDoS attack can cause revenue losses for an organisation and result in high 

costs trying to restore the services to normal.  

2.3.2.3  SYN attack 

A SYN flood is an attack exploiting the Transmission Control Protocol (TCP) flaws by 

sending a large number of TCP/SYN packets to the targeted server with a forged source IP 

address (Chao-yang, 2011; Prabhakar, 2017). Figure 2.6 shows the SYN attack where the 

attacker is sending multiple SYN requests to the server and the server replies but fails to 

receive the acknowledgement (ACK). This attack does not need the TCP three-way 

handshake2 to complete. The server would send a SYN ACK response packet, however it 

                                                

2
 Three-way handshake is a process in a TCP/IP network involving packets‘ exchange between the client and 

server before beginning the actual communication. The purpose of sending these packets is to check the 

availability of the server for any new connections. 
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would not receive the client‘s ACK packet because the source IP address is spoofed3. As a 

result, the server will maintain large SYN queues which eventually consume available TCP 

connection resources and server bandwidth, resulting in legitimate requests from clients 

being ignored (Liu, 2009; Chao-yang, 2011). This attack makes the location of the attacker‘s 

computer difficult to identify and filtering tricky, based on the source IP address.  

 

Figure 2.6: A SYN attack 

(Source: Cisco Networking Academy, 2013) 

2.3.2.4  Phishing attack 

Phishing is an attack in which the attacker pretends to be a legitimate entity in order to obtain 

confidential information in an electronic communication (Ramzan, 2010; Khonji et al., 2013; 

Arachchilage et al., 2016; Aleroud & Zhou, 2017). The electronic communication can claim to 

be from legitimate entities or users such as the IT administrator, a bank or auction site to 

tempt unsuspicious victims. The phishing emails may at times have the links that redirect the 

victim to an infected website with malware. According to Ramzan (2010) and Aleroud & Zhou 

(2017), the link may also redirect the victim to a login screen of a fake website that looks like 

a legitimate website in an attempt to obtain the user‘s credentials (username and password), 

credit card numbers or security codes. The attacker, after collecting the login credentials, 

would then use the information on behalf of the victim to carry out the fraud. Khonji et al. 

(2013) recommend that different spam filters should be used in order to block phishing 

                                                

3
 A fake source IP address created by an attacker assigned to a computer to disguise as one of the legitimate IP 

addresses to gain unauthorised access to the network and its resources. 
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emails, and suggest that improving the security of websites can also assist in combating 

phishing attacks. 

2.3.2.5  Brute-force (password guessing) attack 

Brute-force (password guessing) attack is an attack whereby the attacker attempts to learn 

the password by guessing the possible combination of the characters of the password until 

the login is successful. This can also be done using a computer program to guess the 

password, hence comparing it to the cryptographic hash available. According to Vance 

(2010), short and simple passwords are easy to guess or crack; therefore, such passwords 

need to be avoided. In the annual report issued by the Computer Emergency Response 

Team (CERT) at Carnegie Melon University, on 16th July 1998 an attacker obtained 186,126 

encrypted passwords and was able to crack 47,642 passwords before being discovered.  

In December 2009, the RockYou.com website was breached and 32 million passwords were 

leaked on the Internet by the attacker (Cubrilovic, 2009). The attacker took advantage and 

exploited a database vulnerability to use a Structured Query Language (SQL) injection to 

steal the passwords. Imperva, an IT security company providing cyber and data security, 

through its research team at their Application Defence Centre (ADC), performed an analysis 

and discovered that the passwords were stored in plaintext. In November 2013, GitHub.com 

had been compromised due to the use of weak passwords, resulting in passwords being 

reset and personal access tokens being cancelled (Davenport, 2013). Users are therefore 

recommended to use passwords that include a mixture of letters (uppercase and lowercase 

characters), special characters (i.e. *, %, @, #) and numbers, as it is harder to crack or 

guess. Ristic (2010) suggests that website administrators set account lockout policies to limit 

the number of attempts an attacker can try guessing the password and block the attacker‘s 

IP address.  

2.3.2.6  SQL injection attack 

Structured Query Language (SQL) injection is an attack commonly used to attack SQL 

databases or websites where malicious code is inserted for execution to attack applications 

(Wei et al., 2006; Desai & Gaikwad, 2016). This attack takes advantage by exploiting 

vulnerabilities in data-driven applications where user input variables are unexpectedly 

executed. The databases usually store confidential information; therefore, any damage to 

these databases can be costly to any organisation affected. As a result, web applications and 

databases need to be protected against these attacks. 
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2.3.3 Network security breaches in academic institutions 

Security breaches or attack incidents occur due to vulnerabilities in software or lack of 

safeguarding information on the network. With a high number of network security breaches 

taking place around the world, colleges and universities are faced with a challenge to 

safeguard confidential information such as research records, financial records, staff and 

students‘ data and improve security measures currently in place. Because of colleges and 

universities‘ open environment nature they become the target for hackers. According to 

Piazza (2006), a number of HEIs have experienced data loss or theft, resulting in students‘ 

personal information being affected.   

 In 2013, Johns Hopkins University was attacked that led to names and email 

addresses of 848 Biomedical Engineering students being compromised and exposing 

confidential information of students (Dance, 2014). After the incident, the university‘s 

Chief Information Security Officer, Darren Lacey, mentioned the university would 

prioritise the protection of data depending on its highest level of importance (Dance, 

2014) 

 In February 2014, the University of Maryland experienced a cyber-attack on its 

database where records including sensitive information, social security numbers, 

names, and birth dates of more than 300,000 alumni, students, and staff were 

exposed to the attackers (Musil, 2014). The representatives of the university stated 

they were trying to discover the vulnerability of the university‘s data and how to avoid 

future attacks. As a result of the breach, the university President, Wallance D. Loh, 

assured all whose information had been compromised to be provided with free credit 

monitoring (Musil, 2014) 

 In December 2014 and February 2015, the University of California (UC) Berkeley 

experienced a data breach on two different occasions on one of their web servers 

containing confidential data of students, alumni, other individuals and students‘ 

parents (Gilmore, 2015). According to Gilmore (2015), UC Berkeley officials only 

became aware of the unauthorised access to their web server on the 14th of March 

2015 and decided to take it off the network to eliminate any further damage 

According to Neil Cosser, the identity and data protection manager at Gemalto for Africa 

asserts that the number of registered security breaches in the Republic of South Africa 

seems very low when compared to other countries across the world (Alfreds, 2016). This 

could be attributed to organisations not yet being aware of the hacking incidents or cyber-

attacks in their organisations or they are afraid of disclosing organisational security breaches 

as it can have a negative impact such as bad reputation. Cosser further states that this can 

also be due to South African organisations not legally being forced to make such security 
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breaches public (Alfreds, 2016). As a result, people falsely continue believing that South 

African organisations are protected against cyber-attacks, which might not be the case. 

2.4 Network security technologies in academic institutions 

The explosive growth of dependency on computer networks has increased tremendously for 

organisations, resulting in high security breaches (Tiwari & Jain, 2012). Therefore, higher 

academic institutions should take advantage of the security measures available in the market 

to safeguard their networks and reduce the likelihood of security risks. This is because 

computer networks provide and carry valuable information in digital format across the 

network. As a result, the network resources need to be protected against these types of 

attacks in order to maintain data confidentiality, integrity, and availability. However, 

McIlwraith (2006) asserts that security measures in most academic institutions are often 

ineffective that can lead to vulnerabilities, threats and attacks into institutions‘ networks. The 

attacks can also result in bad reputation, poor or bad academic performance and lack of 

interest among staff who provide electronic services to other staff and students (Omotayo & 

Ajayi, 2006). Academic institutions should therefore effectively implement network security 

measures to reduce network threats and attacks. 

However, before purchasing any security measures or implementing network security, 

academic institutions should know what needs to be protected, protected against what, and 

how likely security threats are (Paquet, 2013). In fact, according to studies by Cisco 

Networking Academy (2007) and Paquet (2013), the level of network security should be 

proportionate to what the institution wants to secure. This can help balance the cost of 

implementing network security against the value of the assets they are protecting. Any 

academic institution without strong network security implementation is open to network 

threats and attacks. The most commonly used network security systems to protect network 

resources from threats and attacks include Firewalls, Intrusion Detection Systems (IDSs), 

Intrusion Prevention Systems (IPSs), network access control, cryptography, Virtual Private 

Networks (VPNs) and malware protection software. 

2.4.1 Firewalls 

A firewall is a network device usually placed at the perimeter of a network to filter traffic in 

and out of the network, hence preventing unauthorised access (Yu & Tsai, 2011; Zacker, 

2014; Varma et al., 2017). It can be implemented as hardware, software or a combination of 

both in an effort to block unauthorised traffic. The implementation of a firewall on the network 

helps protect the internal network from attacks on the outside (Internet) and limit and regulate 

the access from the Internet to the internal network. A firewall enforces access policies such 
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as services allowed to be accessed by network users (Prabhakar, 2017; Varma et al., 2017). 

This can be done by filtering traffic based on protocol, sending or receiving port and Internet 

Protocol (IP) addresses or packet headers.  

Among the distinctive functions of a firewall is the logging ability to generate log messages 

for any suspicious network traffic detected upon inspecting the packet based on a set of 

configured rules. These log messages can be valuable to network administrators in 

determining whether the network has been compromised or not. The configuration of the 

rules on a firewall should however not reduce the network performance. Therefore, due to its 

functions, firewalls have become very important in network security. Figure 2.7 shows the 

basic firewall setup. 

 

Figure 2.7: Basic Firewall setup 

(Source: Adapted from Malik, 2003) 

Firewalls can be categorised into three basic types, namely:  

i) Packet filters 

ii) Stateful packet inspection  

iii) Proxy server  

2.4.1.1  Packet filters 

Packet filters function at the network layer. Packet filters apply sets of rules to packets based 

on source IP address, destination IP address and port numbers (Cisco Networking Academy, 

2014). Packet filters can also filter traffic based on protocols or services such as FTP to 

determine whether the packets can be forwarded hence be allowed to pass or be dropped. 

Packet filters are inexpensive and easy to configure and are therefore able to provide 
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network protection with the least complications. They also tend to be fast and transparent 

since packet filters do not inspect data in the packet and allow authorised users access with 

minimal intervention from the firewall. However, packet filters alone are insufficient to prevent 

an attacker from gaining access on the network as IP addresses can be spoofed (Vachon, 

2012).  

2.4.1.2  Stateful packet inspection 

Stateful packet inspection firewalls work at the network layer to monitor all network 

connections and allow known or valid connections to pass through a firewall (Cisco 

Networking Academy, 2014). Stateful packet inspections use information from data packets 

and build dynamic state tables to keep track of the connections going through a firewall. 

2.4.1.3  Proxy server 

A proxy is a firewall that works at the application layer, usually installed on proxy servers4 to 

examine traffic and authorises packets based on a set of rules configured (Malik, 2003). It 

forces all client applications on workstations protected by the firewall to use a proxy server as 

a gateway. Proxy server firewalls however, require large processor and memory 

requirements to support a high number of concurrent users and impose an overhead in 

heavily loaded networks (Malik, 2003). 

Though a firewall is effective to prevent unauthorised access, it may however fail to check 

potentially harmful content such as worms or Trojans transmitted over the network due to its 

configuration (Ahmed & Singh, 2012; Varma et al., 2017). As a result, the content of such 

illegal traffic can therefore pass through a loophole and cause serious damage (Varma et al., 

2017). Greenwald et al. (1996) stated that although a firewall can block unwanted traffic or 

unauthorised access, it is impossible to achieve complete protection in an academic 

environment. This is because students, staff and constituents need to access data off or 

away from the campus on the institutions‘ computers. Since not all computers accessing the 

network either within or outside the institutions‘ networks can be trusted, this poses a security 

threat if proper security measures are not in place. Based on several studies by Jackson et 

al. (2004), Liu & Zheng (2011) and Wattanapongsakorn et al. (2012), firewalls alone are not 

sufficient to protect the network from attacks that originate within the firewall, but if used with 

other mechanisms, the overall security can effectively be increased. 

                                                

4
 Proxy server is a server acting as an intermediary between the clients and other servers by validating the 

incoming clients‘ requests and forwards them to other servers. 
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2.4.2 Intrusion Detection System (IDS) 

Intrusion detection system has been widely studied in recent years to overcome network 

security threats and attacks. An intrusion detection system (IDS) is a security system that 

attempts to detect malicious activities that may compromise confidentiality, integrity, and 

availability of a computer or network (Sharma & Singhrova, 2011; Meeta, 2011; Desai & 

Gaikwad, 2016). With today‘s computing environment driven by technology and the Internet, 

it has become nearly impossible to keep up with vulnerabilities and potential threats in 

systems. IDSs have therefore become imperative in computer network systems because it is 

able to help detect intrusions and alert the IT security personnel (Spitzner, 2003; Chen et al., 

2017). This helps system and network administrators to eliminate threats and attacks or 

damage caused by intrusions as IDSs can collect crucial information or evidence on 

malicious network traffic in order to identify the intruder and the source of attacks (Yu & Tsai, 

2011). As stated by Malik (2003), detecting intrusions is simply not enough. It is of the utmost 

importance to trace the intrusions and deal with the attacker effectively to reduce the 

likelihood of potential attacks. 

Intrusion detection systems can be categorised into host-based intrusion detection systems 

(HIDSs) and network-based intrusion detection systems (NIDSs) (Almakrami, 2016; Gupta et 

al., 2016). HIDSs collect information about activities on a specific system to identify 

anomalous behaviour and unauthorised access (Almakrami, 2016; Wang & Jones, 2017). In 

an HIDS, agents or sensors are installed on each system believed to be at risk to threats and 

attacks to monitor the operating system and record data to log files. The data collected by 

the HIDS can be helpful in preventing future attacks by establishing the origin of potential 

network attacks. HIDSs are considered necessary, as they are capable of keeping track of 

individual users‘ activities, making it easier to detect intrusion attempts before causing 

damage to the system. However, HIDSs are criticised for several reasons. HIDSs can only 

monitor the systems in which the agents are installed and if the system is compromised, the 

attacker can disable the HIDS, leaving the system vulnerable (Sharma & Singhrova, 2011). 

In addition to that, HIDSs increase administrative workloads in large networks due to different 

operating systems and configurations required, thus making it difficult to maintain (Sarkar & 

Brindha, 2014). 

NIDSs monitor network traffic by inspecting the packets on a network segment to identify 

unauthorised and anomalous behaviour (Almakrami, 2016; Desai & Gaikwad, 2016; Javaid 

et al., 2016; Gupta et al., 2016). The sensors installed on a segment can only examine the 

packet headers travelling across that network segment for attacks or intrusions. Therefore, 

any abnormal behaviour or intrusion sensed alerts the administrator. Examples of NIDSs 

include Bro Network Security Monitor (www.bro.org) and Snort (www.snort.org). NIDSs 
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provide real time detection, respond quickly to network attacks, and are extremely cost 

effective (Almakrami, 2016). However, NIDSs are not efficient on high-speed networks as 

each packet passing on a segment has to be examined; hence, scalability becomes an issue 

(Gupta et al., 2016). 

Intrusion detection Systems can be categorised into two detection techniques namely misuse 

detection (also known as signature detection) and anomaly detection (Aiming & Li, 2012; 

Abdulhammed et al., 2016; Hadri et al., 2016). Misuse detection recognises an intrusion 

based on known attack characteristics or predefined descriptions of intrusions (Kumar & 

Sangwan, 2012; Pfleeger et al., 2015; Abdulhammed et al., 2016). Events matching the 

attack characteristics or known techniques are understood to be possible signs of intrusions 

into the network or system. For this reason, misuse detection is capable of detecting well-

known attacks since it uses a rule-based system (Aiming & Li, 2012; Hadri et al., 2016). The 

detection decision is made based on knowledge of the model intrusive processes and trace 

of intrusions the detector finds in the observed system (Meeta, 2011). Although misuse 

detection is believed to be highly accurate, Yu & Tsai (2011:21) assert that it cannot however 

―detect any new intrusion without a pattern or signature‖. As a result, a database with attack 

signatures and an expert system are usually used to identify and detect intrusions based on 

a predefined knowledge base (Yu & Tsai, 2011). The system would not detect intrusions 

unless the conditions in the signature database are met and correspond with the detect 

module. Thus, the signature database needs to be updated continuously. 

Anomaly detection identifies an intrusion by calculating a deviation from normal system 

behaviour based on the assumption that an activity is abnormal and is most likely to be an 

intrusion (Pfleeger et al., 2015; Ahmed et al., 2016). Therefore, to identity the intrusions, 

anomaly detection does not need prior knowledge or information of security flaws. However, 

according to Yu & Tsai (2011) and Van et al. (2017), anomaly detection may cause a high 

number of false alarms because normal behaviour varies widely and obtaining complete 

descriptions of normal behaviour is often difficult. Zhengbing et al. (2005) assert that detailed 

system event records are needed for anomaly detection as a way to distinguish normal 

behaviour patterns. 

Wang & Battiti (2006) propose a novel method based on Principal Component Analysis 

(PCA) for intrusion identification. For anomaly detection, intrusions are detected based on 

normal behaviour while for intrusion identification, an individual type of attack or a new attack 

is identified based on ‗abnormal‘ behaviour, i.e. an attack. Network administrators have to 

investigate and identify which type of attack the abnormal behaviour belongs to and manually 

add the identified attack into the database containing associated types of attacks. According 

to Gascon et al. (2011), although deploying intrusion detection systems on computer 
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systems or networks may help fight against intrusions and attacks, this deployment however 

results in network administrators being overconfident regarding the level of protection. 

Overconfidence plays a critical role in network intrusions due to fallacies that lead to 

administrators believing the network is more secure that it really is. Delays in releasing new 

detection rules can result in the chances of missing a successful attack because the security 

is viewed as being strong based on the network intrusion detection systems installed.  

2.4.3 Intrusion Prevention System (IPS) 

An Intrusion Prevention System (IPS) is a security system that attempts to detect intrusions 

and has the capabilities to block malicious activities on the network or system (Meeta, 2011; 

Wang & Jones, 2017). It monitors the network traffic for any intrusions and system activities, 

as well as blocks activities, considered as intrusions or threats. IPSs can be classified into 

host-based intrusion prevention systems (HIPSs), network-based intrusion prevention 

systems (NIPSs), network behaviour analysis (NBA), and wireless intrusion prevention 

systems (WIPSs). HIPSs monitor and analyse the activities on the (single) host where it is 

installed and block any suspicious activities. NIPSs analyse the protocol activities by 

monitoring the network for malicious traffic. According to Dulanović et al. (2008) and Wang & 

Jones, 2017, NIPSs have the capability to block both internal and external attacks. NBA 

identifies threats by examining network traffic for the violation of policies and unusual traffic 

flow generated. WIPSs analyse protocols on wireless networks by monitoring these networks 

for malicious traffic. 

2.4.4 Network Access Control 

Network Access Control (NAC) is an approach that determines secure access to a network 

by a device or user by checking the identification and system security (Amiri et al., 2012). It 

ensures system efficiency and network management ability against any unauthorised 

access, as it can force the devices connecting to the network to comply with the security 

policy. As a result, any device not meeting the security policy requirements will be denied 

access. NAC solutions help protect organisations against network security threats and 

attacks. NAC furthermore helps to enforce policies for devices‘ compliance with the security 

requirements of an organisation. 

2.4.5 Cryptography 

Cryptography is a technique that involves encrypting and decrypting data. This technique is 

often used to protect sensitive contents such as communication, files, and passwords. 
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Encryption is the process of converting the plaintext into ciphertext5 by scrambling the 

contents of a file, allowing only authorised users to read it (Vachon, 2012; Regan, 2013). 

When data or information on the file has been encrypted, authorised users must use the 

password or secret key (decryption key) to decrypt the file. This process enhances data 

security by providing protection against unauthorised access. Figure 2.8 shows the process 

involved when exchanging information over the communication channel between two 

entities. The plaintext information is encrypted by the initiator into ciphertext. The ciphertext 

is transmitted over the communication channel to the receiver who then decrypts it into 

plaintext in order to read its content. 

 

Figure 2.8: Exchanging information between entities using cryptography 

 (Source: Yu & Tsai, 2011:23)  

Encryption can be used to protect data stored on computers and storage devices, processed 

and transmitted across networks. The latest versions of Windows offer encryption 

technologies to protect files or folders on computers and protect entire volumes by using 

Encrypting File System (EFS) and BitLocker Drive Encryption (BDE) respectively. However, 

according to Regan (2013), the EFS encryption technology does not encrypt data that are 

transmitted across a network and recommends the use of Internet Protocol Security (IPsec) 

or Secure Sockets Layer/Transport Layer Security (SSL/TLS). If the storage device or the 

computer storing the encrypted data is stolen, any confidential data on that device cannot be 

exposed without using the correct decryption key (Regan, 2013). Furthermore, Yu et al. 

(2010) state that when data transmitted across a network is encrypted, it can help protect 

against eavesdropping and reduce the likelihood of data being intercepted by unauthorised 

users. Although encryption preserves the confidentiality of data, it takes time to process the 

encrypted file, thus consuming Central Processing Unit (CPU) power (Palmer, 2009; 

Prabhakar, 2017). This is the reason why the process of encryption results in a slower speed 

rate and subsequently increases communication delays when sending the data over the 

network, especially when stronger encryption is used. 

                                                

5
 Encrypted text 
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2.4.6 Virtual Private Network (VPN) 

VPN is the technology that expands a private network across a public network (Regan, 

2013). It ensures a secure way of transporting traffic across a public network such as the 

Internet (Palmer, 2009; Prabhakar, 2017). VPN makes use of encryption, authentication, and 

tunnelling protocols to protect the user‘s data privacy. As a result, it enables authorised users 

to connect securely and remotely to their organisation‘s intranet and access data away from 

the office or site. Figure 2.9 shows a VPN connecting two remote sites, Location A and 

Location B, across the Internet. For communication purposes, a link called VPN connection 

is created over the Internet. The VPN connection uses tunnelling protocols such as Secure 

Socket Tunnelling Protocol (SSTP) and Layer Two Tunnelling Protocol (L2TP) for 

encapsulating and encrypting private data as it is being sent across public network. This VPN 

connection ensures that data are not intercepted, and hence, maintains data confidentiality. 

 

Figure 2.9: VPN connecting two remote sites across the Internet 

(Linksys, 2016) 

Users can still be able to access network resources, and send and receive data just as with 

any other network device connected directly to a private network (Microsoft TechNet, 2003). 

This, according to Mason (2002), enables remote users to benefit from the security, 

management policies, and functionality of a private network because of the point-to-point 

connection that exists between the VPN client and the organisation‘s VPN server. To 

connect private networks and retaining secure communications, a site-to-site VPN 

connection (router-to-router connection) is used as depicted in Figure 2.9. The packets from 

one VPN router are forwarded across a VPN connection to another VPN router. 
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2.4.7 Malware protection software 

Attackers use different methods or malicious software such as viruses, worms, Trojans, 

spyware and adware (Zhao et al., 2010) to gain access into systems without user consent. 

Malicious software is used to steal, alter, or destroy the data on a targeted system using the 

system‘s vulnerabilities. According to Huang et al. (2010), malware attacks on the network 

have become a serious issue as it causes a loss of crucial information. Therefore, academic 

institutions should protect information and provide means for risk management processes in 

case of a data breach. Malware protection such as anti-virus software, anti-spyware, and 

anti-adware are required to be installed on servers and workstations to eliminate virus spread 

and data destruction. As a result, these also require the malware protection software 

database updates to be updated regularly in order to maintain efficiency. 

2.5 Summary 

This chapter discussed the common types of networks deployed in HEIs. The challenges 

faced by HEIs and how these can be addressed were highlighted. Security technology 

measures implemented at higher academic institutions‘ networks were discussed. A detailed 

discussion was provided on using each security technology, how each security technology 

can help enhance network security, and how to protect against network security threats and 

attacks.  

The next chapter discusses in detail the research methodology, thus how the entire research 

study is to be carried out. 
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3 CHAPTER 3: RESEARCH METHODOLOGY 

 

Figure 3.1: A graphical illustration of Chapter 3: Research Methodology 
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3.1 Introduction 

For this research study, the researcher attempts to answer the research questions to find a 

solution to the problem. Both the research questions and research objectives are repeated in 

sections 3.2 and 3.3 respectively for the reader‘s convenience. This research methodology 

chapter is concerned with discussing the research philosophy chosen for the study and how 

it relates to other research philosophies. The research approach, research strategy and 

research design adopted for the study, are discussed. The method used for data collection 

and data analysis, are elaborated on.  

The research philosophy, research approach, research strategy, research choice, research 

time horizon and research techniques and procedures as shown in Figure 3.2 are the main 

foci of the chapter and are discussed in the next sections. 

 

Figure 3.2: Research Onion 

(Source: Saunders et al. 2009) 

3.2 Research questions 

Both the primary and secondary research questions are expressed and discussed in the 

next sub-sections. 
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3.2.1 Primary research question (PRQ) 

The primary research question is indicated as follows: 

PRQ:  What can be done to mitigate network security threats and attacks at 

higher academic institutions in South Africa? 

3.2.2 Secondary research questions (SRQs) 

The secondary research questions are indicated as follows: 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

SRQ4:  What framework can be proposed for South African higher academic 

institutions to improve network security? 

3.3 Research objectives 

3.3.1 Primary research objective 

 To establish ways to mitigate network security threats and attacks at higher academic 

institutions in South Africa 

3.3.2 Secondary research objectives 

 To determine the challenges surrounding network security at higher academic 

institutions 

 To identify what security technologies are available to protect against network 

security threats and attacks 

 To determine effective ways to improve network security at higher academic 

institutions in South Africa to address the network security threats and attacks 

 To develop and propose a framework for improving network security in South African 

higher academic institutions 
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3.4 Research philosophy 

Research philosophy is the belief whereby the researcher develops the knowledge and 

attempts to understand the research background related to the research topic and its nature 

(Saunders et al., 2009). According to Easterby-Smith et al. (2012), the researcher needs to 

understand philosophical research issues and the importance thereof in order to have a 

better understanding of different research methods and deliver high-quality results from 

research activities conducted. Based on Easterby-Smith et al. (2012), this would help with 

research design clarification; hence, the acquired knowledge on research philosophy by the 

researcher would be useful regarding which design is deemed most feasible and appropriate 

to be used in the study. Easterby-Smith et al. (2012) further assert that this understanding of 

philosophical research issues enables the researcher to gather more information to answer 

the research questions and assist the researcher with creativity and examining the research 

method. 

Saunders et al. (2009) assert that the research philosophy decided on by the researcher has 

essential assumptions on how the world is perceived. These assumptions highlight the 

research strategy and methods to be used by the researcher as part of the process. 

According to Wilson (2014), it is important for the researcher to understand the research 

philosophy as this would help the researcher in becoming more involved and thinking of the 

role being played by the researcher during the research study. A research philosophy has 

two major branches, namely ontology and epistemology. 

3.4.1 Ontology  

Ontology, according to Easterby-Smith et al. (2012:344), is defined as the ―views about the 

nature of reality and existence‖. Ontology can be explained as a belief that reveals the 

understanding of an individual about what makes a fact (Blaikie, 2007). Ontology is linked to 

a central question on social entities and how these can be perceived—either objective or 

subjective. As a result, there are two imperative aspects of ontology, namely objectivism and 

subjectivism. 

3.4.1.1 Objectivism   

According to Saunders et al. (2009:110), objectivism ―portrays the position that social entities 

exist in reality external to social actors concerned with their existence‖. Bryman & Bell 

(2011:21) state that, ―objectivism is an ontological position that asserts that social 

phenomena and their meanings have an existence that is independent of social actors‖. This 
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indicates that whatever happens every day with people, it is being challenged by social 

phenomena as external facts that are beyond people‘s influence or reach.  

3.4.1.2 Subjectivism  

Subjectivism can be defined as ―ontological position which asserts that social phenomena 

and their meanings are continually being accomplished by social actors‖ (Bryman & Bell, 

2011:22). Saunders et al. (2009:110) define subjectivism as ―social phenomena created from 

perceptions and consequent actions of those social actors concerned with their existence‖. 

This simply means that social phenomena are created during social interaction and they are 

constantly being revised. 

This research study adopts an objectivist ontological position because the researcher does 

not want personal opinions and feelings to affect the measurement of reality. 

3.4.2 Epistemology  

Epistemology, according to Easterby-Smith et al. (2012:341) is defined as ―the views about 

the most appropriate ways of enquiring into the nature of the world‖. Epistemology is more 

concerned with what knowledge is considered to be, and should be passed as acceptable in 

a discipline (Bryman & Bell, 2011). The epistemological positions, positivism, realism and 

interpretivism are discussed in the next sub-sections. 

3.4.2.1  Positivism 

According to Saunders et al. (2009) and Veal (2011), positivism is the framework of research 

whereby the researcher‘s view is concerned with emphasising empirical data and using 

scientific methods. The results of the research would therefore be comparable to those 

employed by natural scientists (Remenyi et al., 1998). Hence, a positivist philosophical 

approach is concerned with the researcher observing and performing experiments in order to 

collect numerical data (Easterby-Smith et al., 2012). Since positivists believe in empiricism, 

the idea of observation and measurement are at the core of their scientific endeavour. Based 

on Trochim & Donnelly (2006), the scientific method approach is the experiment that is an 

attempt to distinguish between natural laws through direct manipulation and observation. 

Positivism exists in science and assumes that science quantitatively measures independent 

facts about reality (Healy & Perry, 2000). In other words, the data and its analysis are value-

free and data do not change because they are being observed.   
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3.4.2.2  Realism   

According to Bryman & Bell (2011:718), realism is ―an epistemological position that 

acknowledges a reality independent of the senses that are accessible to the researcher‘s 

tools and theoretical speculations‖. Realism puts more emphasis on reality and the beliefs 

surrounding the researcher‘s environment. This research philosophy is distinguished mainly 

by direct realism and critical realism. Direct realism asserts that what an individual 

experiences through using different senses, represents the world truthfully (Saunders et al., 

2009). As a result, reality in this philosophical position can only be understood when proper 

methods are being utilised by the researcher. Therefore, realism claims the researcher needs 

to understand social structures that have caused the phenomena in order to have a better 

understanding of social world events and occurrences. Critical realism on the other hand, 

asserts that, ―the study of the social world should be concerned with identification of the 

structures that generate that world‖ (Bryman & Bell, 2011:713). According to Sekaran & 

Bougie (2010), critical realism therefore asserts that individuals are more concerned with 

what they experience in certain situations. 

3.4.2.3  Interpretivism 

Interpretivism is defined by Bryman & Bell (2011:715) as ―an epistemological position that 

requires the social scientist to grasp the subjective meaning of social action‖. This implies 

that the researcher needs to have a better understanding and differentiate the role being 

played by the humans as social actors. Based on Saunders et al. (2009), this therefore 

stresses the variation that exists when a research study is not conducted on objects such as 

networking devices and laptops but carried out among people. According to Easterby-Smith 

et al. (2012), in order for the researcher to give the research problem enough validation, it is 

imperative to understand interpretivist research philosophy beliefs and values. Therefore, the 

researcher‘s focal point is to draw attention to the real facts and figures based on the 

research problem at hand.  

The epistemological position of this research study is positivism because the researcher 

believes the phenomenon needs to be studied making use of facts and observations to 

acquire authentic knowledge. By adopting a positivist stance, the researcher‘s views and 

beliefs will not influence the value of judgments and therefore unbiased and reliable research 

results will be delivered (Tashakkori & Teddlie, 1998). The finished product of the research 

will be similar to the one of a natural scientist (Remenyi et al., 1998:32). 
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3.5 Research approach 

When designing the research study it is important for the researcher to know which research 

approach would be best appropriate to use. The researcher must therefore have a good 

understanding of research approaches in order to increase the efficiency of the research 

study. This will also help making a sound choice to support the research approach being 

adopted. A research approach can be deductive or inductive. The sub-sections below 

explore these two approaches. 

3.5.1 Deductive approach 

With a deductive research approach the researcher establishes a hypothesis making use of 

a known theory. As described by Beiske (2007), Gill & Johnson (2010) and Wilson (2014), a 

deductive research approach is based on the idea of developing a hypothesis using existing 

theory and formulating a research strategy that can be used to test the hypothesis. This 

research approach therefore follows deductive reasoning. According to Lichtman (2013:19), 

―deductive reasoning works from the general to the specific‖. This is mainly to confirm or 

validate the theory used in the research study based on the research objectives. Thus, a 

deductive approach at times is referred to as a ‗top-down‘ approach because it mainly follows 

the logic path more closely.  

Based on Beiske (2007), a deductive approach looks at a well-known theory and tests the 

validity of the theory in a given situation. The researcher collects a diversity of data by 

reading the available literature in order to validate or eliminate the hypothesis while trying to 

resolve the problem (Blaikie, 2007; Gill & Johnson, 2010). However, if the results are not 

satisfactory, further testing is undertaken and the theory can be modified. Figure 3.3 shows 

the process being followed when the deductive approach is being used in a research study. 

This research approach, according to Crowther & Lancaster (2008), is associated with a 

positivist philosophy and uses general ideas to achieve a specific outcome. Robson & 

McCartan (2015) identify the stages to be followed when the researcher uses the deductive 

research approach as follows: 

i)  Deduce a hypothesis from the theory 

ii)  Formulate the hypothesis in operational terms 

iii)  Test operational hypothesis 

iv)  Examine specific outcomes of the enquiry, thus giving the confirmation or rejection 

of the theory 

v)  Modify the theory if the findings are not satisfactory 
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Figure 3.3: Deductive research approach 

(Source: Adapted from Beiske, 2007) 

3.5.2 Inductive approach 

An inductive research approach is where the researcher is engaged in a preliminary search 

for patterns from observations and formulates the theory through a hypothesis (Goddard & 

Melville, 2004; Bernard, 2011). Neuman (2011) and Burney & Mahmood (2006) confirm that 

an inductive approach involves a more comprehensive observation of the world and it works 

towards theoretical generalisations and ideas as shown in Figure 3.4. As a result, this 

approach is different from a deductive approach because theory is not applied at the 

beginning when the researcher starts working on the research study; therefore, the theory 

may develop based on the outcome of the research. Furthermore, hypotheses do not exist at 

the beginning of the research that results in the researcher not being sure about the nature 

or type of the research findings until the entire study is completed (Lancaster, 2005). 

Therefore, the researcher has the ability to change the direction of the research study after 

commencing. 

According to Saunders et al. (2009), a deductive approach requires the researcher to be 

independent of what is being studied and apply control measures to ensure data validity.  

This research study adopts a deductive research approach because the researcher focuses 

on reaching a specific outcome using a general idea. As a result, a hypothesis is to be built 

according to the connections found between variables.  
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Figure 3.4: Inductive approach process 

(Source: Adapted from Beiske, 2007) 

3.6 Research methodology 

Research methodology can be classified into three groups, namely quantitative, qualitative 

and mixed-method research.  

3.6.1 Quantitative research 

Quantitative research is an objective and systematic empirical process used for determining 

the results by observing the phenomena through mathematical and statistical techniques 

(Creswell, 2014; Grove et al., 2015). Quantitative research entails three components namely 

data collection, analysis and interpretation. According to Hittleman & Simon (2005), 

quantitative research uses several methods such as surveys, questionnaires, and 

experiments to collect numerical data and perform statistical analysis. In order to resolve the 

research problem, statistical analysis is mainly applied because the data are mostly in 

mathematical and statistical format. The researcher analyses the numerical data to yield the 

results that are believed to be unbiased and generalisable. As a result, quantitative research 

aims to test relations, and observe cause and effect associations between variables by using 

mathematical models or theories concerning the phenomena (Grove et al., 2015). 

3.6.2 Qualitative research 

Qualitative research is a subjective and systematic process mainly used for describing life‘s 

incidents and attaching meaning to such experiences (Munhall, 2012). This research 
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methodology, based on Creswell (2014), works closely with images and texts, and puts 

emphasis on words and pictures so that observation can take place. According to Grove et 

al. (2015:20), qualitative research attempts to understand ―the unique, dynamic and holistic 

nature of humans‖ and is concerned with theory development to describe human 

experiences and situations. It aims to achieve insight by discovering the depth and difficulty 

underlying in phenomena. This is done by involving participants to answer broadly asked 

questions in order to collect word data (from open-ended questions). 

Qualitative research involves in-depth interviews, focus groups, and participant observation 

for data collection and analysis. This research methodology places emphasis mainly on an 

inductive approach for the relationship that exists between the theory and the research 

problem that forms the base of generating theories. As a result, it emphases and focuses on 

how individuals are able to interpret and understand the social world. Table 3.1 shows a 

comparison between the two research approaches. 

Table 3.1: Qualitative research versus quantitative research 

 (Source: Adapted from Johnson & Christensen, 2014; Lichtman, 2013) 

“Criteria Qualitative Research Quantitative Research 

Purpose To understand and interpret social 
interactions 

To test hypotheses, look at the cause 
and effect and make predictions 

Group studied Smaller and not randomly selected Larger and randomly selected 

Variables Study of the whole, not variables Specific variable studied 

Type of data 
collected 

Words, images, or objects Numbers and statistics 

Form of data 
collected 

Qualitative data such as open-ended 
responses, interviews, participant 
observations, field notes and 
reflections 

Quantitative data based on precise 
measurements using structured and 
validated data-collection instruments 

Type of data 
analysis 

Identify patterns, features and 
themes 

Identify statistical relationships 

Objectivity and 
Subjectivity 

Subjectivity is expected Objectivity is critical 

Role of researcher Researchers and their biases may be 
known to participants in the study 
and participant characteristics may 
be known to the researcher 

Researchers and their biases are not 
known to participants in the study 
and participant characteristics are 
deliberately hidden from the 
researcher 

Results Particular or specialised findings that 
are less generalisable 

Generalisable findings that can be 
applied to other populations 

Scientific method Exploratory or bottom-up: the 
researcher generates a new 
hypothesis and theory from the data 
collected 

Confirmatory or top-down: the 
researcher tests the hypothesis and 
theory with the data 

Nature of 
observation  

Study behaviour in a natural 
environment 

Study behaviour under controlled 
conditions; isolate causal effects 
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“Criteria Qualitative Research Quantitative Research 

Nature of reality Multiple realities; subjective Single reality; objective 

Final report Narrative report with contextual 
description and direct quotations 
from research participants 

Statistical report with correlations, 
comparisons of means, and 
statistical significance of findings 

3.6.3 Mixed-methods research methodology 

Mixed-methods research ―combines the qualitative and quantitative approaches into the 

research methodology of a single study or multi-phased study‖ (Tashakkori & Teddlie, 

1998:17-18). This research methodology is often used when both qualitative and quantitative 

research methodologies are combined to provide valuable results. According to Bryman & 

Bell (2011), the results obtained when both research methodologies are combined are 

therefore cross-checked against each other. Webb et al. (1966) asserts that the adaption of a 

mixed-methods research methodology gives confidence in the research findings obtained; 

hence, confidence can be enhanced by using different ways for measuring the concept. 

According to Frankel & Devers (2000) and Bryman & Bell (2011), quantitative research is 

aligned with a deductive approach because the hypothesis is developed first and then tested 

to either confirm or reject the theory. As a result, this research methodology follows natural 

scientific model standards, particularly positivism (Bryman & Bell, 2011).  

This research study adopts quantitative research as the researcher wants to be objective; 

thus, the researcher‘s personal opinions and feelings will not affect measurement of reality. 

3.7 Research strategy  

Based on Saunders et al. (2009), a research strategy is a plan generally helping the 

researcher to answer the research questions in order to achieve the research objectives 

using a systematic approach. The research strategy assists the researcher in gathering 

significant information and data most relevant to the research problem. It is therefore 

important to select a research strategy that addresses the research questions properly and 

achieves the research objectives. There is a variety of research strategies to choose from as 

shown in Figure 3.2. The chosen strategies for this study are discussed in the next sub-

sections. 

3.7.1 Survey  

The survey is a cost-effective research strategy enabling the researcher to gather a large 

volume of data from a chosen population of interest and involves data collection techniques 

such as a questionnaire, among others (Saunders et al., 2009). This research strategy is 
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planned in such a way that it provides suggestions of how things are at a particular time of 

importance for the research study. A survey is generally regarded to be authoritative since it 

is easy to explain, compare, and understand.  

Saunders et al. (2009) assert that a survey strategy enables the researcher to gather 

quantitative data that allow the use of descriptive and inferential statistics for data analysis. 

Furthermore, the data collected using this research strategy can help the researcher clarify 

relationships that exist between the variables, giving the researcher control over the entire 

research process. The survey strategy allows the researcher to create the findings 

represented by the sample of the population cost-effectively and can adopt quantitative 

and/or qualitative measures. However, based on Saunders et al. (2009), a number of 

researchers complain about this strategy, as the progress is dependent on information 

obtained from others.  

3.7.2 Experiment   

Saunders et al. (2009:142) define experiment as ―a form of research that owes much to the 

natural sciences‖. According to Hakim (2000), experiments are often conducted to discover 

causal links; thus, determining whether an independent variable can cause any changes to 

the dependent variable. Experiments can be as simple as involving two variables to find an 

existing relationship or be more complex in terms of the size and the significance of more 

independent variables. In a classic experiment as shown in Figure 3.5, there are two groups 

established, namely the experimental group and the control group.  

 

Figure 3.5: Classic experiment 

(Source: Saunders et al. 2009:142) 

These two groups become the starting point of experimental manipulation in respect of the 

independent variable. The experimental group is exposed to a planned manipulation or 

treatment while there is no such manipulation or treatment done to the control group 

(Saunders et al., 2009; Wilson, 2014). To ensure that pre-test and post-test analysis can be 
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carried out, the dependent variable is measured before and after experimental manipulation. 

Any variation between these two groups is caused by treatment of the independent variable. 

As a result, this builds the researcher‘s confidence that he/she did not interfere with the 

outcome of the experiment (Bryman & Bell, 2011). 

The survey and experiment strategies are adopted for this research study, mainly because 

the researcher would like to: 

  Determine the challenges surrounding network security at higher academic 

institutions 

  Identify security technologies that are available to protect against network security 

threats and attacks 

  Study the causal links to determine whether proper implementation of security 

technologies in academic networks can address network security threats and attacks 

  Based on the findings, propose a framework to be implemented at South African 

higher academic institutions to enhance network security 

3.8 Unit of analysis and unit of observation 

Unit of analysis is defined as the major single entity being investigated in the research study 

(Welman et al., 2007). Unit of analysis can be anything that is being studied such as 

individuals, objects, and groups. For this research study, the units of analysis are network 

security threats and attacks. The unit of observation is defined as the subject under 

investigation from which information is collected (Richey & Klein, 2014). For this research 

study, there are two units of observation; one for each research strategy adopted. For the 

questionnaire, the units of observation are the IT technical staff at higher academic 

institutions and for the experiment the units of observation are the two LANs in the computer 

laboratory. 

3.9 Data collection 

Both primary and secondary data are collected in the research study. Primary data are 

collected by the researcher when conducting the research study for a specific purpose 

through a variety of data collection tools such as questionnaires, interviews and observation 

(Bryman & Bell, 2011). Secondary data have previously been published; the researcher 

collects and obtains this data from other sources such as documents, Internet, scientific 

journals and books (Bryman & Bell, 2011). In order to understand and address the research 

questions, the secondary data are critically assessed before being included in the study. This 

research study adopts the questionnaire as the survey strategy and structured observation 

as the experimental strategy. 
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3.9.1 Questionnaire  

The questionnaire is a commonly used method among researchers for collecting data to 

obtain a wide range of data required for a study. Wilson (2014:163) defines questionnaire as 

―a method of data collection that comprises a set of questions designed to generate data 

suitable for achieving the objectives of a research project‖. A questionnaire, like any other 

data collection method, has its own advantages and disadvantages as shown in Table 3.2. 

Table 3.2: Advantages and disadvantages of questionnaire 

 (Source: Adapted from Bryman and Bell, 2011) 

Advantages of questionnaire Disadvantages of questionnaire 

 Cost effective  Low response rate 

 Quicker to administer 
 Respondents cannot probe due to absence 

of interviewer 

 Biases eliminated due to absence of 
interviewer  

 Difficulty of asking many questions 

 No interviewer variability  Incomplete entries are discarded 

 Convenience for respondents  Difficulty of asking sensitive questions 

 Wide geographical coverage  Difficulty to collect additional data 

 Anonymity of respondents is ensured  Questions can easily be misinterpreted 

Questionnaire can be classified into two categories, namely self-administered and 

interviewer-administered questionnaire. Self-administered questionnaires are completed by 

the respondents without any help from the researcher or interviewer and are often 

administered using different media such as Internet, post or hand delivery (Saunders et al., 

2009). With interviewer-administered questionnaires, the researcher or interviewer is present 

and records the answers given by the respondent. Figure 3.6 shows different types of 

questionnaires. 

 

Figure 3.6: Types of questionnaire 

(Source: Saunders et al. 2009:363) 
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 The Internet and Internet-mediated questionnaires are managed electronically using 

the Internet, thus, the respondent completes the questionnaire online  

 Postal questionnaires require the researcher to send the questionnaire to the 

respondents‘ addresses to be completed and returned to the researcher‘s address 

upon completion (Wilson, 2014). Wilson (2014) asserts that postal questionnaires are 

mostly targeted because they are inexpensive to administer and the respondents are 

free and open to answer the questions in the absence of the researcher or the 

interviewer  

 For delivery and collection questionnaires the researcher or interviewer delivers it 

personally to the respondent and collects it again upon completion  

 Telephone questionnaire data are collected by telephone—a fairly quick and 

inexpensive method used when respondents are geographically dispersed (Wilson, 

2014). Wilson (2014) asserts that this method, however, can be time-consuming and 

expensive, as the right respondent has to be contacted. Also, the complex questions 

can be more difficult to explain over the phone (Wilson, 2014) 

 Structured interviews can be expensive because the researcher or an interviewer 

must be present when each respondent answers the questions (Easterby-Smith et 

al., 2012) 

This research study adopts the self-administered questionnaire as survey strategy to enable 

the respondents to complete the questionnaires in the comfort of their homes and without 

invading their privacy. The purpose for adopting this research method is to discover the 

challenges surrounding network security at higher academic institutions and identify available 

security technologies that can be used to protect against network security threats and 

attacks. The information obtained from the questionnaire enables the researcher to examine 

and explain the causal relationships between the variables, thus, whether implementing 

proper security technologies in higher academic institutions can help mitigate network 

security threats and attacks. 

3.9.2 Structured observation  

Bryman & Bell (2011:719), define structured observation as ―a technique in which the 

researcher employs explicitly formulated rules for the observation and recording of 

behaviour‖. For the experimental strategy of this research, quasi-experiments conducted in a 

structured environment (computer laboratory) in which the Local Area Networks are set up to 

observe the threats and attacks in the networks, are adopted. The subjects are conveniently 

selected or assigned to the experimental and control groups, and assessed through 

observation. As this part of the study involves quantitative research, standard procedures 

have to be followed to deliver quantitative data. Thus, the researcher observes the behaviour 
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of the networks when security threats and attacks are imposed on the networks. The 

observations take place in the computer laboratory during the same week the networks are 

implemented specifically for this study. Two network analysis software packages, Wireshark 

Network Analyser and Colasoft Capsa 9.1 Enterprise have been selected to record and 

collect observational data for analysis purposes. 

3.9.3 Sampling 

According to Saunders et al. (2009), it is important for the researcher to consider whether to 

conduct sampling, i.e. draw a sample from the total population. Easterby-Smith et al. 

(2012:222) define population as ―the whole set of entities that decisions relate to; while the 

term sample refers to a subset of those entities from which evidence is gathered‖. Due to the 

inability to access the entire population as well as time and budget constraints, sampling is 

conducted. In this research study, the population is identified as all higher academic 

institutions (Universities, Universities of Technology, both private and public colleges) in the 

Republic of South Africa, and the sample is higher academic institutions in Gauteng 

province. Figure 3.7 shows the relationship between population, sample, and individual 

cases. 

 

 
 

Figure 3.7: Relationship between population, sample, and individual cases 

(Source: Saunders et al. 2009:211) 

3.9.4 Sampling techniques 

Sampling techniques can be classified into two types as shown in Figure 3.8, namely: 

i. Probability sampling 

ii. Non-probability sampling 
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Figure 3.8: Sampling techniques 

(Source: Saunders et al. 2009:213) 

3.9.4.1 Probability sampling 

Probability sampling is a technique where the chance of each entity of the population being 

selected in the sample, is known (Easterby-Smith et al., 2012; Bryman & Bell, 2011). 

3.9.4.2 Non-probability sampling 

Non-probability sampling is a technique where the chance of each entity of the population 

being selected in the sample, is not known (Easterby-Smith et al., 2012).  

This research study adopts convenience sampling for its experimental strategy and 

purposive sampling for its survey strategy. 

 Convenience sampling: Convenience sampling is defined as ―a form of non-probability 

sampling design where entities are included in a sample on the basis of their ease of 

access‖ (Easterby-Smith et al., 2012:340). Convenience sampling is relatively 

inexpensive to collect data when compared to other sampling techniques. This sampling 

technique is adopted because it is convenient for the researcher to conduct experiments 

at the institution where she is enrolled for her studies. Therefore, the samples are 

conveniently selected based on availability 

 Purposive sampling: Purposive sampling is a non-probability sampling technique in 

which the entities are deliberately included in a sample to provide crucial information that 



59 

 

cannot be obtained when using probability sampling techniques (Maxwell, 2013). In this 

research study, purposive sampling is adopted because the researcher wants to find 

network security challenges faced by higher academic institutions and determine which 

available security technologies can be used to protect against network security threats 

and attacks. Hence, this is a critical factor important to the research study because only 

IT technical staff at higher academic institutions can provide such required information, 

enhancing the credibility of the research results. The information provided using this 

sampling technique ―…may be more valuable than those that could be obtained in a 

random sample‖ (White & McBurney, 2012:230) 

3.9.5 Sampling size 

The two Local Area Networks for the experimental strategy were conveniently selected 

based on their availability at the institution where the researcher is studying. For the 

questionnaire, 60 participants were purposively selected from various higher academic 

institutions in Gauteng province. The participants were selected because of the technical and 

networking knowledge they possess in network security; hence, the researcher believes they 

are capable of providing in-depth information that could provide optimal insight into the 

research problem. 

3.10 Research time horizons  

The time horizon is the timeframe associated with the research study in terms of how long 

the research lasts for gathering the data (Wilson, 2014). The two time horizons are cross-

sectional and longitudinal. A cross-sectional study is conducted over a short period of time 

such as a few days, weeks or months to gather data, while a longitudinal study is carried out 

over a long period of time such as several years (Saunders et al., 2009; Wilson, 2014). Each 

of these time horizons has limitations. Due to time constraints, a cross-sectional study 

becomes difficult to be carried out on studies requiring comparisons of studies that adopt 

different timeframes. As a result, not all research topics are appropriate for cross-sectional 

studies.  

In a longitudinal study, the researcher observes any variations and development over a long 

period of time. Therefore, there is a high possibility that a research participant (or 

participants) may withdraw from the research study before completion (Wilson, 2014). The 

participants‘ withdrawal may negatively affect the research findings.  

This research study adopts a cross-sectional time horizon due to limited time for collecting 

data and meeting the submission deadline. 
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3.11 Data analysis 

Raw data collected for a research study using different data collection methods is useless 

unless the data are analysed and interpreted correctly and effectively so that it can convey 

useful and meaningful information that can assist the researcher in answering the research 

questions and achieve the research objectives (Saunders et al., 2009). Quantitative data can 

be analysed using a variety of quantitative analysis techniques such as frequency 

distribution, descriptive statistics, statistical testing, and linear regressions. These data 

analysis techniques can be used to obtain a clear picture of the data, help describe the 

values observed, and test relationships between the variables.  

In this research study, the statistical software package SPSS is used to analyse data 

obtained from the questionnaire. For experiments, the network analysis software packages 

called Wireshark Network Analyser and Colasoft Capsa 9.1 Enterprise are deemed best to 

analyse network traffic for network threats and attacks to determine what transpires on the 

network. These packages present the network traffic in a readable format for data analysis 

purposes.  

3.12 Reliability and validity 

Reliability and validity are two important concepts to be considered in research to ensure the 

trustworthiness and credibility of the research study. Saunders et al. (2009:156-157) define 

reliability as ―the extent to which your data collection techniques or analysis procedures will 

yield consistent findings‖, while validity ―is concerned with whether the findings are really 

about what they appear to be about‖. Therefore, reliability is concerned with the repeatability 

and replicability of the research study. This means other researchers will be able to apply the 

same method used when conducting research in order to replicate and reproduce similar 

results. Reliability therefore ensures that the research findings are consistent when the study 

is replicated. In order to increase the reliability of this research study, data triangulation is 

also adopted. The two data collection methods applied in this research study are 

questionnaires and structured observation. 

The detailed questionnaire as indicated in Annexure B enables other researchers to replicate 

this study, hence generating comparable results. The questionnaire has been reviewed by 

the researcher‘s supervisor holding a PhD qualification and two IT technical staff where the 

researcher enrolled for her studies to ensure that the questions in the measuring instrument 

adequately address the research questions. It is important to allow the participants sufficient 

time to complete the questionnaire to avoid participant error and to ensure that they respond 

freely without being under pressure. The participants also need to be assured of anonymity 
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for the information provided through the questionnaire, and that the results will be 

summarised, making it difficult to identify the respondents or participants (Annexure A). 

To ensure the validity of the experiments selected for this study, a control group is 

introduced. The introduction and existence of this group ensures that the same treatment is 

experienced by both the experimental group and the control group. The presence of the 

control group also assures the researcher that the variation measured between these groups 

is attributed to the intervention of an independent variable. As the subjects are conveniently 

selected according to their availability, random selection is not used. However, the same 

treatment in counterbalanced order for both experimental group and control group in the 

laboratory settings applies. The results from both the experimental group and the control are 

then compared and the difference encountered in behaviour attributed to the variation of the 

independent variable in these two groups. 

3.13 Research design components 

Table 3.3 shows a summary of the research design components adopted for this research 

study as well as the proposed method for each component. 

Table 3.3: A summary of research design components and proposed method for each component 

Research design components Proposed method  

Research philosophy Positivism 

Research approach Deductive 

Research methodology Quantitative 

Research strategy (i)  Survey  

(ii) Experiment 

Population All higher academic institutions in Gauteng (Universities, 
University of Technologies, Private and Public colleges), 
selected with convenience sampling from all higher academic 
institutions in South Africa 

Data collection (i)  Survey: Questionnaire (closed-question) 

(ii)  Wireshark Network Analyser and Colasoft Capsa 9.1 
Enterprise 

Sample technique (i)  Purposive sampling 

(ii) Convenience sampling  

Sample and sample size (i)  60 technical staff at higher academic institutions in     
Gauteng  

(ii)  Two Local Area Networks(LANs)  in a computer laboratory 
at higher academic institutions in Gauteng 

Unit of analysis Network security threats and attacks 
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Unit of observation (i)  The IT technical staff  at higher academic institutions 
(participants) 

(ii)  The two LANs in the computer laboratory 

Data Analysis  (i)   SPSS 

(ii)  Wireshark Network Analyser and Colasoft Capsa 9.1 
Enterprise 

3.14 Summary 

The purpose of this chapter was to provide detailed information on how the research study 

was carried out. The adopted research philosophy, research approach, research 

methodology, research strategy, data collection methods, research time horizon and data 

analysis were discussed. The reliability and validity of the data were elaborated on to 

address the trustworthiness of the research study.  

The study adopts an objectivist ontological stance, as the researcher does not want personal 

opinions or feelings to have an impact on the measurement of reality. A positivist 

epistemological stance is adopted as scientific method to carry out experiments when 

collecting numerical data and achieve comparable results. The research study also adopts 

the deductive research approach and quantitative research, as these are deemed 

appropriate for the study. The two research strategies selected are survey and experiment to 

answer the research questions and achieve research objectives. 

The unit of analysis has been identified as network security threats and attacks. The units of 

observation for the questionnaire are 60 IT technical staff at higher academic institutions, 

selected purposively. For the experiment, the units of observation are the two LANs in the 

computer laboratory, selected conveniently. The data are collected using two data collection 

methods, namely questionnaire as survey strategy and structured observation for 

experiments. Data analysis from the questionnaire is conducted and analysed using the 

SPSS software package while the data collected by means of experiments are analysed 

using Wireshark Network Analyser and Colasoft Capsa 9.1 Enterprise. The reliability and 

validity of the research study and how to achieve this, were discussed. 

The next chapter provides the data analysis conducted for the survey strategy. 
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4 CHAPTER 4: SURVEY DATA ANALYSIS 

4.1 Introduction  

The previous chapter elaborated on the research design and methodology of this research 

study. In this chapter, the analysis and interpretation of the data obtained from the survey 

questionnaire are discussed. The data collected from the questionnaire were analysed using 

the SPSS software package. The chapter further contains the results obtained to answer the 

research questions of the study. The self-administered questionnaires were distributed to 

various institutions in Gauteng province in order to answer the following secondary research 

questions (SRQs): 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

4.2 Questionnaire analysis  

The questionnaire was divided into two sections: 

 Section A: Demographic data 

 Section B: Network security challenges and security technologies (Annexure B)  

 

Sixty (60) questionnaires were sent out to participants (section 1.6.4) in Gauteng province, 

and fifty four (54) questionnaires were returned, giving a total response rate of 90%. 

4.2.1 SECTION A: Demographics analysis  

The questionnaires were distributed to 25 higher academic institutions in Gauteng province. 

These include two universities of technology, three traditional universities, two 

comprehensive universities, five private universities, seven public colleges, and six private 

colleges (Figure 4.1).  

Figure 4.2 shows the representative population of 35 (65%) male and 19 (35%) female 

participants in this research study.  

Those who showed interest and participated were mostly aged from 25 to 44 years, 

constituting 67% in the age category (Figure 4.3). 
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Figure 4.1: Type of higher academic institutions 

 

Figure 4.2: Gender 

 

Figure 4.3: Age category of participants 

The participants were personnel with technical knowledge in computers and networks. 

Participants primarily holding System Administrator or Security Administrator positions 

contributed 28%, followed by 22% working as Security Analyst or Security Manager, 18% 

were Network Administrators or Network Operators, and 15% were System Engineers or 

Network Engineers. Other IT positions such as Computer Technician, Network Technician, 

Developers, Compliance Auditor, or Compliance Officers made up 10%. IT Managers, IT 

Directors and Security Directors contributed 7% (Figure 4.4).  
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Figure 4.4: Technical IT positions held by participants 

The majority of the participants (39%) indicated as their highest qualification a degree/BTech, 

followed by National Diploma (33%). It is surprising to notice that only 13% of participants 

hold postgraduate qualifications such as MTech/Masters and DTech/PhD, with 15% having 

an Honours qualification (Figure 4.5). At the time of the research conducted, 28% of 

participants were working for universities of technology, followed by 26% of participants 

working for public colleges. Twenty two percent (22%) of participants were working for 

private universities and traditional universities, 15% of participants for private colleges, 

leaving 9% of participants working for comprehensive universities.  

 

Figure 4.5: Highest qualifications of participants 
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Finding A:  The male participants showed interest in taking part in the survey 

Finding B: Most participants were aged between 25 and 44 years at the time of the 

research study 

Finding C:  Respondents represented a good mixture of IT technical security positions 

being held at higher academic institutions 

Finding D:  Postgraduate qualifications are lacking among the IT technical staff at higher 

academic institutions 

Finding E:  IT technical personnel from different types of institutions took part in the 

research study 

4.2.2 SECTION B: Network security challenges and security technologies 

4.1.2.1 Secondary research question 1 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

Questionnaire Question 1:  From a risk perspective, which systems are you most 

concerned with? (Choose all that apply) 

 

Figure 4.6: Systems mostly concerned with at higher academic institutions 

Figure 4.6 shows the systems mostly concerned with at higher academic institutions in South 

Africa. Thirty one percent (31%) of respondents are mostly concerned with administrative 

database systems that hold financial records as well as staff and students records, while 
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27% are concerned with web servers. Twenty one percent (21%) of respondents are 

concerned with research systems, 10% with staff computers, and 7% with staff mobile and 

portable devices, while 4% of participants are less concerned with student-owned laptops.  

The highest systems of concern are administrative database systems, followed by web 

servers and research systems. It makes complete sense because administrative database 

systems handle the most crucial information (including financial records, staff and students 

records) about HEIs. The exposure of such data due to compromised systems put 

institutions at risk. Web servers are of concern because they are more likely to be attacked, 

which can cause a severe disruption on the network and inconvenience users by delaying 

web services such as emails or resulting in slow or unavailable web pages. Research 

systems are of concern because they store intellectual property for which institutions may 

receive research funding based on their research outputs. It is not surprising that student-

owned laptops are of less concern. Students mostly deal with their own personal data and 

their laptops do not handle sensitive data, which can affect the institution in case of a data 

breach. 

Finding 1: Participants are aware of the risks that could be imposed should the systems be 

compromised. As a result, the respondents showed greater concern with 

administrative database systems than student-owned laptops on their academic 

networks. This, therefore, reflects what kinds of systems need more protection. 

Questionnaire Question 2: Which attack vectors and security issues is your organisation 

most concerned with to protect against? (Choose all that apply) 

Based on the results shown in Figure 4.7, the majority of the respondents are concerned with 

exploits against database systems and servers, followed by malware attacks, hacking 

incidents and phishing attacks. The top five attack vectors and security issues participants 

are most concerned with are associated with the capability of the institutions to patch their 

systems. Misuse of data, compliance issues, and social networking-based attacks could be 

addressed through network security policy enforcement and user training and education. 

Addressing these issues is crucial in ensuring that all network users comply with the security 

policy implemented by an institution. 
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Figure 4.7: Attack vectors and security issues institutions are most concerned with 

Finding 2: Due to sensitive data stored on databases and servers, attacks and security 

issues against these systems are among the highest concerns to protect 

against as it could easily be exploited. The second highest attack vectors and 

security issues identified are malware threats followed by hacking incidents. 

Questionnaire Question 3:  Has your institution’s network been internally or externally 

compromised in the past two years? 

 

Figure 4.8: Network security breaches 
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As shown in Figure 4.8, 48% of participants reported that their institution‘s network had been 

compromised in the last two years; 35% indicated they had not experienced network security 

breaches, while 17% said they were not sure. The results are worrying because the majority 

of respondents have indicated network security breaches during the period specified. 

Network security breaches can have negative consequences such as interruption of 

institutions‘ processes, bad reputation, loss of data, and financial loss. Network security 

breaches within an institution could occur due to a number of reasons such as: a) when the 

institution does not enforce its network security policy; b) lack of programmes such as patch 

management and threat management programmes; c) misuse of rights by personnel;          

d) deploying systems that are inadequately secured; and e) insufficient security 

maintenance. 

Lack of programmes such as patch and threat management programmes could make 

systems and networks more vulnerable to network security threats and attacks. This poses a 

threat due to a delay in applying patches regularly on the systems or in time before damage 

could happen. Another threat is the use of outdated anti-malware file definitions because any 

anti-malware programme installed would not be effective to detect the latest malicious 

activities without regular updates. Implementing patch and threat programmes is very 

important in protecting systems against different attacks and security issues. The 

implementation of these programmes could help the institutions reduce network threats and 

attacks associated with attackers exploiting flaws on systems. Furthermore, deployment of 

systems that are inadequately secured and insufficient security maintenance jeopardise 

network security, as the network is vulnerable to threats and attacks. Lack of enforcing 

network security policy could lead to personnel being irresponsible in terms of activities they 

perform on the network that could make it vulnerable to threats and attacks.  

Finding 3: Institutions have experienced network security breaches in the past two years  

Questionnaire Question 4:  Does your institution have a well-designed and written network 

security policy? 
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Figure 4.9: Respondents’ network security policy awareness 

Figure 4.9 shows a summary of the respondents‘ awareness of network security policy. The 

majority of the respondents (46%) indicated they do not have a network security policy, 37% 

said they actually do have a policy, while 17% said they are not sure whether such a 

document exists or not. This leaves 63% of participants with risks that may be imposed due 

to the lack of network security policy. A network security policy is such an imperative 

document in an institution because it clearly communicates the institution‘s vision and 

commitment regarding the security on their network. It is worrisome to learn that most 

respondents do not have a well-designed and written network security policy at their 

institutions. This means such institutions might not have a solid foundation in terms of 

acceptable behaviours, standards and procedures regarding the use of their institution‘s 

resources as well as no firm guidelines on processes taking place on their networks. As a 

result, it is likely challenging to achieve institutional network security goals, and this might 

impose threats and attacks on the network. Some respondents indicated that they are not 

sure of a network security policy presence that reflects the lack of responsibility by the 

institution to make users aware of such policy upon appointing them.  

Finding 4: There is a lack of a well-designed and written network security policy at most 

institutions.  

Questionnaire Question 5:  Does your institution enforce network security policy to all 

network users? 

To ensure that network users comply with network security policy, this policy must be 

enforced. However, 54% of participants do not enforce network security policy, 31% said 

they do enforce network security policy, while 15% of participants were not sure whether 

network security policy is enforced to all users. Network security policy should not only exist 
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on paper without substantial benefits; it must also be adhered to in order to meet its 

expectations initially set out. If network security policy is not enforced, waste of time and 

resources invested in designing the policy may occur. Top management should therefore 

support the implementation and enforcement of network security policy to ensure that every 

user adheres to the rules stipulated and know the consequences of violating the policy. 

Finding 5:  There is inadequate network security policy enforcement to all network users at 

most institutions 

Questionnaire Question 6:  Is the network security policy at your institution periodically 

being reviewed and updated to include security controls and 

standards that can help combat the latest network security 

threats and attacks? 

Based on the responses, 59% of the participants reported that network security policy is not 

regularly being reviewed and updated; 28% reported that they do review and update their 

network security policy regularly while 13% of participants said they were not sure. Looking 

at the results, one would wonder whether responsible personnel at different institutions are 

aware of the importance of constantly reviewing and updating network security policy. This 

enhances the functionality of network security policy and provides the necessary protection 

against network security threats or any other security issues as well as ensuring that new 

network security threats are being addressed properly. Without constantly reviewing and 

updating the policy it becomes dysfunctional and ineffective, failing to address new threats 

and security issues (such as compliance, latest technologies and changes, and failures 

occurring on the system) that may hamper network security. 

Finding 6: There is a lack of network security policy reviews and updates on a regular 

basis at most institutions.  

Questionnaire Question 7: Does your institution offer mandatory training and education on 

network security policy to users? 
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Figure 4.10: Mandatory user training and education on network security policy 

Training and educating network users help to address network security issues. However, the 

results indicate that 50% of the participants are not offered mandatory training and education 

on network security policy, 35% of participants do receive such training and education, while 

15% of participants said they are not sure whether this type of training and education is 

provided. The lack of exposure to training and education for network users would likely 

hinder addressing network security threats and attacks due to lack of users‘ knowledge. This 

would further make it difficult for technical users to find mechanisms that could be used to 

address any security issues. Due to inadequate training and education, users would not 

comply with the institution‘s network security policy because some users might not know the 

existence of such a document. The manner in which resources are secured requires users to 

be taught and this needs to be done regularly through training to make users aware of the 

latest mechanisms for securing resources related to their institution‘s network security as well 

as knowing the importance of network security. It would further help users to understand how 

to benefit from network security with their daily tasks performed via the network. A lack of 

training on how to do things differently could hamper network security as users would not be 

able to know how to improve the institution‘s operations and protect assets and information. 

Figure 4.10 shows the respondents‘ knowledge on the implementation of mandatory user 

training and education on network security policy at their institutions. 

Finding 7:  There is insufficient mandatory training and education on network security for 

network users 

Questionnaire Question 8: Are you satisfied with the budget allocated to the IT department 

in your institution for improving network security? 
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 Figure 4.11: IT budget allocation satisfaction 

According to the results shown in Figure 4.11, 37% of participants indicated their 

dissatisfaction with the IT budget allocation, followed by 22% who indicated that they were 

very dissatisfied, leaving a total of 32% of participants who indicated they were satisfied/very 

satisfied, and 9% neither agreed nor disagreed with the question. Budget allocation to the IT 

department of an institution plays an important role in ensuring that the institution‘s network 

and resources are properly secured. However, insufficient budget allocation could create 

security issues affecting negatively on the capability of the institution to maintain its network 

security. Because of a lack of funds, the institution‘s IT department may fail to purchase 

industrial hardware and software that require continuing expenses related to licensing and 

maintenance. This would therefore force the institution to revert to open source products that 

in return may impose network security threats. 

Finding 8:  The majority of participants are not satisfied with the allocation of the IT budget  

Questionnaire Question 9: How would you describe IT technical staffing at your institution? 

In Figure 4.12, respondents‘ results on IT technical staffing are indicated. Thirty three percent 

(33%) of the respondents indicated they are moderately understaffed, 28% indicated they are 

severely understaffed, 24% opined that staffing is at about the right level, 11% of 

respondents opted for moderately overstaffed, and 4% of respondents believe the IT 

department is severely overstaffed. 



74 

 

 

Figure 4.12: Staffing level of the IT department 

Understaffing could be attributed to the competitive edge on salary offers between higher 

academic institutions and the private sector (industries). The private sector offers high 

remuneration levels, hence they are able to attract and retain highly qualified candidates 

suitable for the job. Because of budget constraints at higher academic institutions, institutions 

might lose qualified and competent personnel. 

Finding 9:  The IT departments at higher academic institutions are short-staffed 

Questionnaire Question 10: Do you think your institution needs to hire more IT technical 

staff? 

Based on the responses, 41% of respondents agree that their institutions should hire more IT 

technical staff, followed by 26% of respondents who strongly agree. Twenty two percent 

(22%) of respondents constitute those who disagree/strongly disagree, leaving 11% of 

respondents who could neither agree nor disagree. A good balance of IT technical staff at 

higher academic institutions is very important when it comes to the planning and 

management of network security. The results indicate a high percentage of respondents who 

want their institutions to increase their IT technical staff. Staffing in small environments might 

not be of concern, as individual personnel could be responsible for various roles within the IT 

department. However, staffing issues in large and complex environments such as higher 

academic institutions raise many concerns, as there is a need for many qualified and 

competent personnel to handle different responsibilities and play different roles. The need for 

skilled and competent personnel would help in the proper implementation of security 

technologies, managing and maintaining network security. 

Finding 10:  There is a need at higher academic institutions to increase IT technical staff 
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Questionnaire Question 11: Does the IT department at your institution perform vulnerability 

assessment on the systems and network? 

Based on the results, 46% of respondents reported that they do perform vulnerability 

assessment on the systems and network, 39% indicated that they do not perform 

vulnerability assessments, while 15% were not sure. It is interesting to find that the majority 

of the participants do indeed perform vulnerability assessments. This assessment is very 

important as the systems and network are being tested to identify the presence of 

weaknesses and any possible exposure and threats they might have to the institution‘s 

resources. Performing this assessment would help an institution eliminate network security 

threats and attacks whereby an attacker may take advantage of exploiting vulnerabilities 

against the institution‘s systems and network. Vulnerability assessment could also assist in 

evaluating the effectiveness of implemented security controls. The lack of performing 

vulnerability assessment might make the systems and network susceptible to network 

security threats and attacks hence put them at risk. The lack of performing this assessment 

might be due to ignorance or the fact that IT personnel might not be aware of the existence 

of vulnerabilities on their systems that could easily be exploited. 

Finding 11: Majority of participants are aware of the importance of performing vulnerability 

assessments 

Questionnaire Question 12: Does the IT department at your institution perform penetration 

testing to exploit vulnerabilities against the systems and 

network? 

 

Figure 4.13: Penetration testing performed 

The results in Figure 4.13 show that most respondents (62%) reported they do not perform 

penetration testing to exploit vulnerabilities against the systems, 27% indicated that they do 

perform penetration testing, while 11% of respondents were not sure. The results are 
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significant as a high percentage of respondents indicated that penetration testing is not 

conducted. Penetration testing is as essential as vulnerability assessment because effort is 

made to exploit identified vulnerabilities on the systems and network by bypassing security 

controls in order to gain access. This test could help the institution check whether it has the 

capability to defend itself against network security threats and attacks, hence determine 

whether unauthorised users could gain access to the institution‘s network and resources. As 

a result, this test is imperative to determine the effectiveness of implemented security 

controls and enable the IT department within the institution to make the necessary 

adjustments to implemented security controls to eliminate existing vulnerabilities. Penetration 

testing could also assist in enhancing the systems and network functionality and ensure that 

security controls are adequate for protecting the network and its resources. 

Finding 12: The lack of penetration testing on the systems and network is substantial 

Questionnaire Question 13: How often does the IT department perform vulnerability 

assessment or penetration testing to eliminate vulnerabilities, 

threats, and attacks? 

Periodic testing or assessment of systems and networks for security threats and attacks 

provide tangible results. Participants indicated that either vulnerability assessment or 

penetration testing is conducted on a yearly basis, followed by half-yearly and a monthly 

basis. Vulnerability assessment should be performed frequently, i.e. on a weekly or monthly 

basis, in order to find any flaws in systems and applications to avoid security attacks that can 

exploit these vulnerabilities. Waiting until the end of each year to perform vulnerability 

assessment could expose the institution to network security threats and attacks as the IT 

personnel might not be aware of the existence of such vulnerabilities, hence fail to mitigate 

them. Furthermore, waiting for a long period before performing vulnerability assessment 

could impede IT personnel to evaluate their systems effectively. Penetration testing, if 

conducted on an annual basis, could still enable the IT personnel to evaluate their security 

controls. However, to achieve the institution‘s security objectives and obtain valuable results, 

both the vulnerability assessment and network security tests are to be conducted frequently 

and also after major changes have been done to the institution‘s network environment. 

Finding 13: Vulnerability assessment or penetration testing are performed only after a long 

period of time such as on a yearly basis  

Questionnaire Question 14: Does the IT department at your institution investigate and take 

remedial actions for reported security alerts and incidents? 
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Figure 4.14: Remedial actions taken on reported security alerts and incidents 

Based on the results in Figure 4.14, 51% of the respondents indicated that the staff in the IT 

department in their institution investigate and take remedial actions for reported security 

alerts and incidents, 43% do not investigate and take remedial actions, while 6% of the 

respondents were not sure. Security alerts and incidents could be caused by actions such as 

outsiders attempting to attack the institution‘s valuable systems, users not following the 

network security policy within the institution, improper use of the systems, and the existence 

of vulnerability on systems. A slight difference exists between those investigating and taking 

remedial actions and those who do not. This becomes a concern because reported security 

alerts and incidents should be taken very seriously in order to mitigate consequences as well 

as preventing such security incidents from happening again. When there are no actions 

taken, offenders would carry on with their suspicious activities knowing that nothing would 

happen to them because of their misconduct. Institutions need to conduct detailed 

investigations and take proper actions upon reported security alerts and incidents threatening 

the confidentiality, integrity, and availability of the institution‘s network resources. 

Finding 14: Although the majority of respondents indicated that the staff in the IT department 

investigate and take remedial actions for reported security alerts and incidents, 

the percentage of those who do not take responsibility, is still high 

4.1.2.2 Secondary research question 2 

SRQ2:  What security technologies are available to protect against network security threats 

and attacks? 

Questionnaire Question 15: Which of the following technologies, security measures, or 

controls are used by your institution? (Choose all that apply) 
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Figure 4.15: Usage of technologies and security controls at higher academic institutions 

The results in Figure 4.15 indicate that the majority of participants rely mainly on firewalls, 

followed by malware protection, network access controls, and all-in-one security appliances. 

It is not surprising that most respondents indicated the use of firewalls because it is a 

traditional technology protecting internal networks from outsiders. Because of the security 

threats that malware pose to systems, malware protection seemed to be the second most 

used security control. Not all malicious traffic can be blocked by a firewall, hence the need for 

malware protection. It is however significant to find that intrusion detection systems, intrusion 

prevention systems, and encryption and monitoring tools are the least used by institutions. 

Monitoring tools could assist in ensuring that any technical design flaws, improper 

configuration, implantation code, and unsafe services in systems are detected and solved 

before any major damage is experienced. These security controls should be among the 

highest used security controls to ensure protection of institution‘s network resources (Paquet, 

2013). The limited use of some of these technologies and security controls could be due to 

high purchase costs as well as deploying them in large environments such as higher 

academic institutions‘ networks. However, this challenge could lead to exposure of academic 

networks to hackers and cyber criminals. 

Finding 15: Firewalls, malware protection, and network access controls are the top three 

most used security technologies  

Finding 16: The inadequate use of intrusion detection systems, intrusion prevention systems 

and encryption technologies has been detected  
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Questionnaire question 16: Please indicate your level of satisfaction on the intended 

operation of security technologies implemented at your 

institution. 

Figure 4.16 shows the participants‘ level of satisfaction on security technologies used in 

higher academic institutions.  

 

Figure 4.16: Level of satisfaction on security technologies 

The majority of participants who indicated that their institutions use different security 

technologies were satisfied with the security technologies they use. The top three security 

technologies participants are satisfied with are firewall, Intrusion Detection System and 

Virtual Private Network. Based on their level of satisfaction of firewalls, the majority of 

participants indicated that they are generally satisfied with the product. Although malware 

protection is one of the top three security technologies being used, most participants were 

not happy with the product. The few participants who indicated the use of IDSs in their 

institutions seem to be pleased with this technology.  

The use of different security technologies could assist in mitigating network security threats 

and attacks. The configuration of each security technology and applying patches on these 

security technologies could also have an impact on the satisfaction levels of network users. 

Therefore, IT personnel should ensure proper configuration and apply patches periodically to 

achieve optimal performance and the desired satisfaction.  
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Finding 17: Firewall technology received the highest satisfaction rate among participants 

and all-in one security appliance received the lowest satisfaction rate 

Finding 18: The configuration of each security technology have an impact on the satisfaction 

levels of users 

Finding 19: The vulnerabilities of each security technology affect the satisfaction levels of 

users 

4.3 Summary 

This chapter presented the results and discussion on the data obtained from the survey 

conducted at higher academic institutions in Gauteng province. The objective was to 

determine the challenges surrounding network security at HEIs and to identify which security 

technologies are available to protect HEI networks against security threats and attacks. The 

results revealed a number of challenges faced by higher academic institutions, including 

insufficient budget allocation to IT departments to address network security, inadequate IT 

technical staff to handle technical issues, and the lack of network security policy as well as its 

enforcement. Firewalls, malware protection, and network access controls are among the 

security technologies most used by higher academic institutions. IDS/IPS, encryption and 

monitoring tools are the least security technologies used.  

Table 4.1 shows a summary of the findings after the data collected by means of 

questionnaire have been analysed to answer two research questions, SRQ1 and SRQ2. 
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Table 4.1: Summary of findings 

Research Questions Findings  

SRQ1: What are the 

challenges surrounding 

network security at higher 

academic institutions? 

Finding-1:-Participants are aware of the risks that could be 

imposed should the systems be compromised. As a result, the 

respondents showed greater concern with administrative database 

systems than student-owned laptops on their academic networks. 

This, therefore, reflects what kinds of systems need more protection 

Finding-2: Due to sensitive data stored on databases and servers, 

attacks and security issues against these systems are among the 

highest concerns to protect against as it could easily be exploited. 

The second highest attack vectors and security issues identified are 

malware threats followed by hacking incidents 

Finding-3:-Institutions have experienced network security breaches 
in the past two years 

Finding-4: There is a lack of a well-designed and written network 

security policy at most institutions.  

Finding 5: There is inadequate network security policy enforcement 

to all network users at most institutions 

Finding-6:-There is a lack of network security policy reviews and 

updates on a regular basis at most institutions  

Finding-7:-There is insufficient mandatory training and education 

on network security for network users 

Finding-8:-The majority of participants are not satisfied with the 

allocation of the IT budget  

Finding-9:-The IT departments at higher academic institutions are 

short-staffed 

Finding-10:-There is a need at higher academic institutions to 

increase IT technical staff 

Finding-11: Majority of participants are aware of the importance of 

performing vulnerability assessments 

Finding 12: The lack of penetration testing on the systems and 

network is substantial 

Finding-13:-Vulnerability assessment or penetration testing are 

performed only after a long period of time such as on a yearly basis  

Finding-14:-Although the majority of respondents indicated that the 

staff in the IT department investigate and take remedial actions for 

reported security alerts and incidents, the  percentage of those who 

do not take responsibility is still high 

SRQ2: What security 

technologies are available 

to protect against network 

security threats and 

attacks? 

Finding-15:-Firewalls, malware protection and network access 

controls are the top three most used security technologies 

Finding-16:-The inadequate use of intrusion detection systems, 

intrusion prevention systems and encryption technologies has been 

detected 
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Research Questions Findings  

Finding-17:-Firewall technology received the highest satisfaction 

rate among participants and all-in-one security appliance received 

the lowest satisfaction rate 

Finding-18:-The configuration of each security technology have an 

impact on the satisfaction levels of users 

Finding 19: The vulnerabilities on each security technology affect 

the satisfaction levels of users 
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5. CHAPTER 5: EXPERIMENTAL DATA ANALYSIS 

5.1 Introduction  

This research study made use of two research strategies, namely survey and experiment, as 

mentioned in Chapter 3, to provide answers to the research questions. The previous chapter 

discussed the results obtained from survey questionnaire. Network security challenges may 

be addressed on a non-technical and technical level. A non-technical level, however, 

involves mostly the creation and designing of network security policies, as well as reviewing 

and updating networking security policies. Addressing network security challenges on a 

technical level involves the implementation of network security measures. This chapter 

addresses network security challenges identified in the survey questionnaire and literature 

review that could be addressed on a technical level. This chapter furthermore focuses on 

how networks could be protected against such security challenges, hence improving network 

security. This chapter answers the following research question: 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

5.2 Experimental setup 

Due to the sensitivity of network security, the experiments were set up and conducted in a 

laboratory to avoid violating the university‘s policies and disrupting its network operations. 

The two private networks, one being the control network and the other being the 

experimental network, were set up and configured in a laboratory to emulate various network 

challenges. The experimental network was manipulated to find the implications of network 

security threats and attacks on network security before and after implementing security 

measures. Since the experiments were not performed on the university‘s network, the threats 

and attacks imposed on these experiments could not disrupt the campus network. 

The survey findings in Table 4.1 reveal that most institutions‘ networks had been breached 

internally or externally within the past two years. In addition, it was also found from literature 

that one of the challenges faced by institutions was that their networks were mostly attacked 

internally (Al-Akhras, 2006). These security breaches, if external, mean the attacks come 

from the ‗outside world‘, hence, the configuration of the firewall or technology used to protect 

the network might have been exploited. However, if attacks are internal, it means their origin 

is within the network and therefore affects Layer 2 (Data Link layer) of the Open Systems 

Interconnection (OSI) model (Figure 5.1). The OSI model is the reference model ensuring 

interoperability among network devices by offering a standardised way for network devices to 
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communicate (Cisco Networking Academy, 2014). This model segregates network 

communication functions into seven specific layers as shown in Figure 5.1. Each layer is 

partly responsible for processing data to be sent across the network. The Data Link layer in 

particular is responsible for checking errors in the data being transmitted to ensure validity. 

Therefore, internal penetration testing experiments were conducted to address network 

security on Layer 2 of the internal private network to assume the attacker‘s identity or the 

identity of the malicious insider. Network security threats and attacks such as the DHCP 

Starvation attack (section 5.2.1), Rogue DHCP Server attack (section 5.2.2), MAC Flooding 

(section 5.2.3), ARP Poisoning attack (section 5.2.4), and unauthorised access were 

exploited. 

 

Figure 5.1: OSI model 
(Source: Cisco Networking Academy, 2014) 

The experimental setup in the laboratory as shown in Figure 5.2 had four personal 

computers and a server connected to a Cisco Catalyst 2960 series switch running the 12.2 

Cisco IOS software version. The Windows Server 2012 R2 operating system was installed 

on the server and the following services were deployed: Active Directory Domain Services 

(AD DS), Domain Name System (DNS), Dynamic Host Configuration Protocol (DHCP), and 

File services. These services were deployed to allow centralised access to resources, easy 
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management of objects, resolution of computer names, domain names and Internet Protocol 

(IP) addresses, and offering dynamic assignment of IP addresses to client computers. 

 

Figure 5.2: Physical network topology for both experimental network and control network 

The IT personnel from different institutions also showed their concern (via the survey) on 

attacks against database systems and servers (Table 4.1). These systems and servers run 

different services such as DHCP, DNS and file services that may be vulnerable to a number 

of security attacks. Dynamic Host Configuration Protocol (DHCP) is the protocol that assigns 

IP addresses automatically to hosts as they connect to the network (Cisco Networking 

Academy, 2014). However, the IP addresses are temporarily assigned for a certain period 

and are returned to the server pool once the lease period expires. The use of DHCP in a 

large network environment could be effective, as it reduces administrative workload for 

manual configuration on each host on the network with proper network settings. Figure 5.3 

shows how DHCP works when a host joins the network. 
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Figure 5.3: How DHCP works 

(Source: Adapted from Zacker, 2014) 

When a host joins the network, it broadcasts DHCPDISCOVER on the network in order to 

identify any available DHCP server. When the server receives the broadcast, it replies by 

sending DHCPOFFER that contains TCP/IP settings configured on the server. Due to the 

possibility of multiple DHCP servers on the network, the host might receive multiple offers. 

Upon accepting the TCP/IP settings offered, the host broadcasts DHCPREQUEST to notify 

the server of the acceptance or rejection of the offer. Depending on the availability or validity 

of the offered addresses, the server sends out DHCPACK to the host to complete 

acknowledgment of the process. However, according to Duangphasuk et al. (2011), DHCP is 

vulnerable to security attacks such as DHCP Starvation and DHCP Spoofing (Rogue DHCP 

Server attack). 

5.2.1 DHCP Starvation attack experiment 

The attacker targets the DHCP server by sending a large number of fake DHCP requests 

(DHCPDISCOVER) in order to use all available IP addresses in the address pool 

(Duangphasuk et al., 2011). The DHCP server issues addresses upon each request, until all 

available IP addresses are exhausted. Any request from legitimate clients after exhausting all 

the IP addresses, would result in a Denial of Service attack as the server could not assign 

any IP addresses, hence deny such clients access to network resources (Mukhtar et al., 

2012).  

In this experiment, the legitimate DHCP server was configured with a Class C IP address 

accommodating 30 hosts on the network. Figure 5.4 shows the DHCP scope 

(192.168.10.0/27) with the address pool ranging from 192.168.10.1 to 192.168.10.30 and 

exclusion IP addresses ranging from 192.168.10.1 to 192.168.10.5. These were the IP 

addresses used in the experiments. Excluded IP addresses are those that cannot be 

distributed by the DHCP server to client computers. These addresses can however be 
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manually assigned to network devices such as servers, routers, switches and printers. The 

purpose of excluding some of the IP addresses in this experiment was to ensure that the 

server and network switch have static IP addresses assigned (an IP address that does not 

change) to ensure constant network connectivity. 

 

Figure 5.4: DHCP Scope and Address pool 

Once the DHCP server was configured, three client computers were connected to the 

network to receive network configuration settings. Figure 5.5 shows addresses that had been 

leased out to these connected computers on the network.  

 

Figure 5.5: Leased client IP addresses 

The attacker‘s computer was attached to the switch to receive network configuration settings 

from the DHCP server as shown in Figure 5.6. The attacker‘s computer was automatically 

assigned IP address 192.168.10.8 and subnet mask 255.255.255.224. Making use of 

unmanaged switch ports or leaving unused switch ports open, poses a security threat on the 

network as the attacker or malicious user could connect their devices, hence, gaining 

unauthorised access to the network and its resources.  
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Figure 5.6: Attacker’s computer network configuration 

Looking at the DHCP server, the attacker‘s computer appeared among the client computers 

issued with IP address 192.168.10.8 as can be seen in Figure 5.7.  

 

Figure 5.7: Leased client IP addresses after attacker’s computer connected to the network 

The attacker‘s computer ran Kali Linux (a Debian-based operating system with a variety of 

hacking tools). The Yersinia tool was used to launch the DHCP Starvation Attack to target 

the legitimate DHCP Server by sending DISCOVER packets as shown in Figure 5.8. The 

purpose of sending these packets was to flood the target server with many requests to 

exhaust all IP addresses available and render the server non-responsive to clients joining the 

network or renewing their lease period. 

 

Figure 5.8: Launching DHCP attack 
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Figure 5.9 shows the number of DISCOVER packets that had been sent out to the target 

server. These packets flooded the server and used all the available IP addresses from the 

address pool. Based on the results shown in Figure 5.9, 828026 DISCOVER packets were 

sent from the attacker‘s computer using the DHCP protocol to flood the target computer. 

These packets were more than the addresses available on the address pool after connecting 

only four computers. 

 

Figure 5.9: DHCP DISCOVER packet on Yersinia 

The results from the Wireshark6 network analyser show the DISCOVER packets were sent 

from an unknown source with source IP address se to 0.0.0.0, as shown in Figure 5.10. The 

packets from unknown sources were broadcasted as the destination IP address is 

255.255.255.255. This means the attacker does not know the IP address of the DHCP 

server, hence sent the packets to all the devices on the network, but only the DHCP server 

would reply to the DISCOVER packets because it uses the DHCP protocol.  

                                                

6
 Wireshark is a free software network protocol analyser that allows the IT professionals to administer the network 

communications in order to determine performance problems, find security breaches and analyse the behaviour 

of the applications (Chappell, 2012). 
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Figure 5.10: DHCP DISCOVER on Wireshark 

After the attack, all the available IP addresses on DHCP server were exhausted. Figure 5.11 

shows DHCP statistics after the attack. There are no available IP addresses left to use for 

lease renewal or assigned to any client joining the network. 

 

Figure 5.11: DHCP statistics after attack 

Any computer that attempted to join the network or renew IP addresses after all the IP 

addresses have been leased, failed to connect to the network as shown in Figure 5.12. The 

DHCP server failed to respond to issuing the IP address. This therefore resulted in a Denial 

of Service Attack that denies legitimate users access to network resources (Zargar et al., 

2013). 
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Figure 5.12: Client fails to connect to the network after attack 

Since the DHCP server failed to issue a valid IP address, the client used Automatic Private 

IP Addressing (APIPA) address 169.254.41.242 and subnet mask 255.255.0.0 as shown in 

Figure 5.13. APIPA is a failover mechanism used with windows-based operating systems to 

assign IP addresses automatically to clients in cases where the DHCP server was 

unreachable (Zacker, 2014). 

 

Figure 5.13: Client computers assigned APIPA address 

5.2.2  Rogue DHCP Server experiment 

A Rogue DHCP Server attack happens when a fake DHCP server is introduced on the 

network by the attacker. The intention is to assign client computers on that network with a 

fake IP configuration (Duangphasuk et al., 2011). For this experiment, the rogue DHCP 

server was configured to use IP addresses more or less similar to the legitimate network 

addresses at quick glance to obfuscate administrator from seeing the fake IP configuration. 

The DHCP server was configured as shown in Figure 5.14 on Kali Linux.  

 

Figure 5.14: Rogue DHCP server IP configuration 
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The rogue DHCP server was configured with address pool 192.168.100.1 to 192.168.100.30 

and with subnet mask 255.255.255.224. At quick glance, these IP addresses look legitimate 

to an administrator, possibly preventing the administrator from recognising an intruder on the 

network. After the DHCP server was flooded by DISCOVER packets, the rogue DHCP server 

was initiated to issue fake IP addresses to any new clients joining the network or renewing 

their lease period. Once the client renewed the IP address, the rogue DHCP server issued 

the IP configuration as can be seen on Figure 5.15. This was because the legitimate server 

had been flooded with fake DISCOVER packets and had exhausted all IP addresses. 

 

Figure 5.15: Client received fake network configuration after renewing its lease period 

5.2.3  Media Access Control (MAC) Flooding experiment 

During this attack—also referred to as the Content Addressable Memory (CAM) Table 

Overflow attack—the attacker sends multiple Ethernet frames to flood the switch with fake 

MAC addresses in order to consume memory (Ostapenko et al., 2013). This attack forces the 

switch to enter fail-open mode when its MAC address table is flooded. As a result, the switch 

does not save any MAC addresses; hence, it sends the frames to all devices connected on 

the network just like a hub. The attacker then uses network-sniffing tools to capture sensitive 

data such as usernames and passwords.  

The switch as a Layer 2 device normally uses the MAC addresses for communication 

purposes within the LAN. When a device wants to send the message to another device on 

the network, it forwards its frame to the switch. The switch would check in its MAC address 

table whether it contains the MAC address of the destination device and then forward the 

frame. However, if there is no MAC address of the destination device, the switch broadcasts 

the frame to all the devices connected on the network. Only the device with that specific 

MAC address replies, and the switch saves it in its MAC address table for future reference. 
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The MAC address table can store a certain number of MAC addresses depending on the 

model of each switch.  

In this experiment, the computer running on Kali Linux was used as the attacker‘s computer, 

connected on port 5 (FastEthernet 0/5) of the switch. Before carrying out the attack, the 

number of MAC addresses learned7 by the Cisco switch used in the experiment was 

displayed as shown in Figure 5.16. As it can be seen, this switch in its MAC address table 

can accommodate 8047 MAC addresses, of which 5 of them are currently in use. 

 

Figure 5.16: MAC address table count before attack 

The attacker used the Macof8 toolset to launch the attack by executing the command shown 

in Figure 5.17 to flood the switch with fake MAC addresses. This command launched the 

attack on the eth0 interface, which is an Ethernet adapter on the Kali Linux computer 

(attacker‘s computer). 

 

Figure 5.17: Attacker launching MAC flooding 

                                                

7
All communications between computers in the LAN pass through a switch. A switch checks the destination MAC 

address in the frame (data) to determine which computer the frame should be forwarded to. Once the switch has 

the destination MAC address, it uses its own MAC address table (database of all the computers with their MAC 

addresses that had previously communicated on the network) to find the computer to which the frame should be 

forward. If the MAC address is not found in the MAC address table, it broadcasts the message to all computers on 

the network in order to get the destination MAC address and save that MAC address in its table for future 

reference. All the MAC addresses in the MAC address table have been ‗learned’ by the switch when computers 

communicate on the network. 

 
8
Macof toolset is an efficient tool that facilities sniffing on a LAN by sending a random number of fake MAC 

addresses to flood the switch so that it acts like a hub (Dimitrios, 2011).  
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After issuing the command in Figure 5.17, the attack began sending the fake MAC addresses 

as shown in Figure 5.18. 

 

Figure 5.18: Fake MAC addresses being sent to the switch 

Figure 5.19 shows the MAC address table after the attack. Based on the results, all the MAC 

address spaces were filled up with fake random MAC addresses. 

 

Figure 5.19: MAC address table count after attack 

Figure 5.20 shows the fake MAC addresses in the MAC address table. The switch could not 

save any new MAC addresses; hence, it started broadcasting MAC addresses to all 

connected ports. All these fake random MAC addresses originated from FastEthernet 0/5. 
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Figure 5.20: Fake MAC addresses flooded MAC address table 

The Colasoft Capsa 9.1 Enterprise Demo was used as network analyser to analyse the 

network traffic for any attacks. Figure 5.21 shows the results of MAC flooding. Based on the 

results, there were 9556 MAC addresses available on the network. The total number of MAC 

addresses was too high considering this network segment could only accommodate 30 

computers. This abnormality meant there was an attack on the network.  
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Figure 5.21: Analysis of MAC Explorer for MAC flooding 

To analyse the results further, Figure 5.22 shows the MAC Conversation tab. In this tab, it 

can also be seen that each node communicating was sending only one packet of 64 bytes. 

This therefore confirms the presence of the attack because the communicating nodes cannot 

all send the same number of packets of the same size. 

 

Figure 5.22: Analysis of MAC Conversation for MAC flooding 
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5.2.4  Address Resolution Protocol (ARP) Poisoning attack experiment 

This is an attack where the victim‘s ARP cache is ‗poisoned‘ with the attacker‘s MAC address 

in order to steal information sent by the victim on the network (Nam et al., 2010). After the 

ARP cache is poisoned, the attacker can sniff the traffic sent from the victim‘s computer and 

steal any sensitive information. The attacker can also inject data to send to the victim that will 

result in an attack known as Man-In-The-Middle.  

In this experiment, the setup was the same as shown in Figure 5.2. During the ARP 

Poisoning attack, the attacker‘s computer had obtained a different IP address from the DHCP 

server as shown in Figure 5.23.  

 

Figure 5.23: The new attacker’s IP address obtained from DHCP server 

Before conducting the experiment, the ARP cache for the Server and the Cisco Catalyst 

2096 switch were checked as shown in Figure 5.24 and Figure 5.25. 

 

Figure 5.24: Server’s ARP cache before attack 
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Figure 5.25: Cisco Catalyst 2096 switch MAC address table and ARP cache before attack 

On the attacker‘s computer, a network sniffer tool called Ettercap was set up to launch the 

ARP Poisoning attack. The Ettercap was configured to promiscuous mode in order to listen 

to the traffic sent to its interface (eth0) by the victims as shown in Figure 5.26.  

 

Figure 5.26: Ettercap listening on eth0 interface 

The attacker scanned the hosts on the network and five hosts were discovered as shown in 

Figure 5.27. The victim‘s computer (server) was added as the targeted host. Before starting 

the attack, ARP Poisoning was selected from the list of attacks and was configured to sniff 

remote connections.  

 

Figure 5.27: List of discovered hosts by Ettercap tool 
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Once the ARP attack was initiated, the chk-poison 1.1 plug-in was started to check the 

status of the poisoning. Figure 5.28 shows the status of the poisoning. The poisoning was 

successful, meaning the attacker was able to sniff the traffic on its interface. 

 

Figure 5.28: ARP poisoning status 

The activity on the server was captured by the attacker when the remote connection using 

Telnet was established from the server to the Cisco Catalyst 2960 switch. Figure 5.29 shows 

the connection made to the switch on IP address 192.168.10.2 using port 23 that is the port 

used by the Telnet protocol. 

 

Figure 5.29: Captured remote connection from the server to the switch 

Looking at the connection details as shown in Figure 5.30, the destination MAC address is 

spoofed, as it does not correspond with the destination IP address of 192.168.10.2 of the 

switch as previously shown in Figure 5.25. The spoofed MAC address belonged to the 

attacker computer, meaning that any traffic sent from the server was being sent to the 

attacker‘s computer that captured sensitive data (username and password) as shown in 

Figure 5.31. The username captured was ―admin‖ and the password was ―Admin@J208‖. 

The joined view was used for better viewing. The attacker could read the captured 

authentication data as it was in plaintext. The Telnet protocol had been used to establish a 

remote connection. This protocol however lacks encryption that therefore means any 

connection established using this non-cryptographic network protocol could easily be 

intercepted during data transmission. 
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Figure 5.30: Spoofed MAC address with attacker’s MAC address 

 

Figure 5.31: Captured credentials over remote connection to switch 

Figure 5.32 shows the switch‘s ARP cache after the attack. The server‘s MAC address has 

been replaced by the attacker‘s MAC address. As a result, any communication to and from 

the server would be directed to the attacker‘s computer to listen in on the conversation 

between communicating devices, and stealing information. 

 

Figure 5.32: Cisco Catalysts switch ARP cache after attack 
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The ARP attack tab shows the host initiating the attack to verify the presence of security 

threats on the network. Based on the results, the attacker‘s MAC address was mapped with 

two IP addresses, 192.168.10.16 and 192.168.10.3. The 192.168.10.3 IP address belonged 

to the server (the victim). This confirmed the poisoned ARP cache of the switch as shown in 

Figure 5.32. Figure 5.33 shows the detection of the ARP Poisoning attack on Colasoft Capsa 

9.1 Enterprise. 

 

Figure 5.33: ARP Poisoning Attack results on Colasoft Capsa 9.1 Enterprise 

Finding A1:   A lack of network security enforcement was identified during the experiment 

that correlated with literature stating that this lack exists in general   

Finding A2:  Unmanaged switches and open switch ports posed a security threat as the 

malicious user or attacker was able to connect his device to the network and 

gained unauthorised access 

Finding A3:  Due to unauthorised access, the attacker caused excessive traffic targeted at 

the server that caused downtime and subsequently denied legitimate clients 

network access  

Finding A4:   Inadequate monitoring of networks to detect and prevent suspicious traffic 

Finding A5: There is a lack of proper configuration on network devices for integrated 

security mechanisms  

Finding A6: A rogue device could easily be connected to the network, issuing false 

network configurations 

Finding A7: A malicious user or attacker could redirect the outgoing traffic from the victim‘s 

computer and intercept it 
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Finding A8: A malicious user or attacker could easily sniff network packets while the 

network switch was under the attack and acted as a hub  

Finding A9: An unlimited number of devices could establish a connection from a single 

network switch port 

Finding A10:  The use of insecure network protocols lacking encryption allowed the 

authentication of data such as username and plaintext passwords to be 

captured in transit across the network 

Finding A11:  The use of default settings on network devices in general poses a security 

threat 

5.2.5 DHCP Starvation, MAC Flooding attack, Rogue DHCP Server attack and ARP 

Poisoning attack mitigation 

In order to mitigate the DHCP Starvation and MAC Flooding attack, the port security was 

configured on connected switch ports as a security measure for controlling unauthorised 

access. This assisted in improving network security, addressing network security threats and 

attacks by ensuring that a certain number of devices can connect to the network switch 

without violating the network security policy. Should any violations be detected, the switch 

would take action depending on the configured parameters.  

To mitigate the Rogue DHCP Server attack, DHCP snooping was configured on the switch 

as a security measure. This allowed the DHCP messages from untrustworthy hosts or 

sources to be authenticated before they could be passed on to the trusted DHCP server, 

hence, allowed filtering of invalid messages. In so doing, this feature assisted in improving 

network security by preventing the Rogue DHCP Server Attack. 

To mitigate the ARP Poisoning attack, Dynamic Address Resolution Protocol Inspection 

(DAI) was configured as a security measure. This enabled the switch to confirm the validity of 

ARP requests and responses before updating its ARP cache. This further ensured that any 

invalid ARP packets were dropped if they do not match the binding table. 

The switch was configured with parameters to change the name of the switch, and to secure 

access to the switch through the console port and when managing the switch remotely. 

Figure 5.34 shows the switch‘s initial configuration. These commands changed the default 

name of the switch to Victory-SW and secured the console port by assigning password 
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Admin@J208 to log in to the switch in user EXEC mode. This is the mode with limited 

capabilities because it allows the user to view the basic operations of devices.  

The commands were also issued to enable the need for a password (Admin@T208) to enter 

privileged EXEC mode and to encrypt all the passwords. Encrypting the passwords on 

network devices ensured that the passwords were not stored in a plaintext format that the 

intruder could easily steal. The banner message was also configured on the switch to warn 

intruders that unauthorised access was prohibited. This is crucial in cases where legal action 

is taken against the intruder, confirming that a warning was issued, but ignored. 

 

Figure 5.34: Initial configuration of the switch 

Figure 5.35 shows the encrypted password for accessing the switch through the console 

port. When analysing the password, the attacker could not make sense of the cryptographic 

password. 

 

Figure 5.35: Encrypted console password 

To ensure secure remote management of the switch, the Secure Shell (SSH) protocol was 

configured as shown in Figure 5.36. This was to ensure that the communication to the switch 

was not in plaintext, hence secured. The account policy was implemented to allow the user 

three unsuccessful attempts before timeout. 
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Figure 5.36: Configuring Secure Shell Protocol on the switch 

Figure 5.37 shows the encrypted password for logging remotely to the switch. This ensured 

that any remote connection established was secured by using a cryptographic network 

protocol such as SSH instead of Telnet, as the communication is encrypted. 

 

Figure 5.37: Encrypted password for remote connection to the switch 

The use of device-certain default settings was avoided as it could make the network 

vulnerable to attacks by exploiting the default settings on the switch. As a result, the new 

Virtual Local Area Network (VLAN) on the switch was created and configured as shown in 

Figure 5.38 to avoid using the default switch virtual interface (SVI) VLAN 1 on the Cisco 

switch.  

 

Figure 5.38: Creating VLAN 10 and assigning IP address 
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VLAN is a mechanism that enables the network administrator to manage the switch remotely 

over the network when using IPv4 (Cisco Networking Academy, 2013). The VLAN 10 was 

configured with static IP address 192.168.10.2 and subnet mask 255.255.255.224. This IP 

address configured was one of the excluded IP addresses that could not be distributed by 

the DHCP server as mentioned in section 5.2.1. 

 Once the VLAN was created and assigned the IP address, port security was configured to 

currently used ports as shown in Figure 5.39. These configuration commands allowed 

FastEthernet 0/1 to FastEthernet 0/5 access to VLAN 10 created and turned port security on. 

These configurations further allowed each switch port to learn up to 3 MAC addresses to 

communicate on that particular port and to shut down the switch port access to VLAN 10 

should any violation occur. This therefore means that if the MAC addresses on a particular 

port exceeded three MAC addresses, the switch port would be disabled. This allowed the 

use of three different computers to connect on a single port. The MAC addresses would 

automatically be learned and stored in the MAC address table. Based on these 

configurations, the learned MAC addresses would be removed from the MAC address table 

after 15 minutes of inactivity on the switch port. 

 

Figure 5.39: Port security configuration on FastEthernet 0/1 to FastEthernet 0/5 

Any unused switch ports were disabled to prevent unauthorised access to network 

resources. Figure 5.40 shows the configuration when shutting down unused switch ports.  

As can be seen, interfaces FastEthernet 0/6 to FastEthernet 0/24 and interfaces 

GigabitEthernet 0/1 to GigabitEthernet 0/2 were administratively down. FastEthernet 0/5, 

used by the attacker, was not shut down for demonstration purposes of the experiment. 
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Figure 5.40: Configuration on shutting down unused switch ports 

Figure 5.41 shows the configuration of DHCP snooping and ARP inspection on the global 

mode of the switch. These configurations enabled the DHCP snooping and ARP inspection 

on VLAN 10 to allow up to 1024 entries in the log file in 15 seconds intervals. 

 

Figure 5.41: Configuration for DHCP snooping and ARP inspection 

Figure 5.42 shows the configuration of DHCP snooping and ARP inspection on the trusted 

interface. Interface FastEthernet 0/1 was configured to be the trusted port to issue IP 

addresses from the legitimate DHCP server to client computers. This means only the DHCP 

server connected on this port could issue IP addresses to client computers. Any other DHCP 

server that tried to issue IP addresses from a different switch port would be ignored.  

 

Figure 5.42: DHCP snooping and ARP inspection on trusted interface 
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Figure 5.43 shows the configuration of DHCP snooping and ARP inspection on untrustworthy 

interfaces. The untrustworthy interfaces were from FastEthernet 0/2 to FastEthernet 0/5. 

These commands ensured that any IP addresses or ARP packets coming from these 

interfaces could not be trusted; hence, their messages had to be verified to ensure validity. 

 

Figure 5.43: DHCP snooping and ARP inspection on untrustworthy interfaces 

The DHCP Starvation Attack was launched to attack the DHCP server on network. The same 

procedure was followed as mentioned in section 5.2.1. As the FastEthernet 0/5 started the 

attack, DHCP snooping detected the security violation; as many as 10 DHCP packets were 

sent to the target within a short period of time from FastEthernet 0/5. As a result, the 

FastEthernet 0/5 entered error disabled mode and shutdown as shown in Figure 5.44. This 

meant the attacker was unable to connect to the network unless the network administrator 

could enable the FastEthernet 0/5 on the switch.  

 

Figure 5.44: Error message when switch experienced DHCP Starvation attack 

The rogue DHCP server was introduced on the network but the client was able to receive an 

IP address from the trusted DHCP server.  

Figure 5.45 shows the results of a client computer after the Rogue DHCP Server attack. 



108 

 

 

Figure 5.45: Client computer after DHCP Starvation mitigation 

Figure 5.46 and Figure 5.47 show error messages when the security violation occurred for 

the MAC Flooding and ARP Poisoning attacks. 

 

Figure 5.46: Error message when switch experienced MAC Flooding attack 

 

Figure 5.47: Error message when switch experienced ARP Poisoning Attack 

To repeat each attack after mitigation techniques were implemented, the FastEthernet 0/5 

was re-enabled after the switch entered error disabled mode. The shutdown and no 

shutdown commands were executed as shown in Figure 5.48. 

 

Figure 5.48: Changing the state of interface FastEthernet 0/5 from shutdown mode 
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Figure 5.49 shows the security violation where the attacker‘s computer was connected. 

Based on the results, the FastEthernet 0/5 port was configured to learn three MAC 

addresses, of which the port was shut down when the number on the same port exceeded 

three. Figure 5.49 shows a security violation that occurred; every time the security violation 

occurred, the switch was disabled. Figure 5.50 shows the FastEthernet 0/5 in its error-

disabled mode by the indication of the orange colour on the switch port. 

 

Figure 5.49: Security violation on interface FastEthernet 0/5 

 

Figure 5.50: FastEthernet 0/5 on error disabled mode 

Finding A12:   Enforcing network security on the network enhanced the security 

Finding A13: Using managed switches and shutting down unused switch ports mitigated 

network security threats and attacks 

Finding A14:  Unauthorised access was controlled on the network; hence, excessive traffic 

experienced to the server was mitigated. Thus, downtime caused by the 

attackers was eliminated to allow network access by legitimate clients  
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Finding A15: The use of monitoring tools such as Wireshark network analyser and 

Colasoft Capsa 9.1 Enterprise detected suspicious traffic 

Finding A16: Proper configuration on network devices for integrated security mechanisms 

enhanced network security by detecting and preventing suspicious traffic 

Finding A17: Rogue devices were denied access to the network to issue false network 

configurations 

Finding A18: The number of devices connecting to a single network switch port was 

controlled that reduced the security risks  

Finding A19: Cryptographic network protocols were used to improve network security by 

ensuring that the communication was encrypted 

Finding A20: The use of default settings on network devices was eliminated that improved 

network security 

5.2 Summary 

This chapter addressed the security issues on Layer 2—the Data Link layer—in order to 

improve network security. The experiments were conducted on two Local Area Networks: 

one being the control network and the other being the experimental network. The 

experimental network was manipulated to find the implications of network security threats 

and attacks on network security before and after implementing security measures.  

A detailed discussion on how the experiments were carried out, and the results we 

elaborated on. Internal penetration testing was performed to address attacks on Layer 2; the 

attacks included DHCP Starvation, Rogue DHCP server, MAC flooding, and ARP poisoning. 

Security measures were implemented to help mitigate these threats and attacks on the 

network to improve network security. Wireshark and Colasoft Capsa 9.1 Enterprise network 

analysers were used to analyse network traffic for different attacks.  

Table 5.1 below shows the summary of findings before and after mitigation. 
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Table 5.1: Summary of findings before and after mitigation 

Research Question: 

SRQ3: How can network security be addressed and improved in order to protect against 

network security threats and attacks in South Africa? 

FINDINGS BEFORE MITIGATION FINDINGS AFTER MITIGATION 

Finding A1: A lack of network security 

enforcement was identified during the 

experiment that correlated with literature 

stating that this lack exists in general 

Finding A12: Enforcing network security on the 

network enhanced the security 

Finding A2: Unmanaged switches and the 

open switch ports posed a security threat as 

the malicious user or attacker was able to 

connect his device to the network and gained 

unauthorised access 

Finding A13: Using managed switches and shutting 

down unused switch ports mitigated network security 

threats and attacks  

Finding A3: Due to unauthorised access, the 

attacker caused excessive traffic targeted at 

the server that caused downtime and 

subsequently denied legitimate clients network 

access  

Finding A13: Using managed switches and shutting 

down unused switch ports mitigated network security 

threats and attacks 

Finding A14: Unauthorised access was controlled 

on the network; hence, excessive traffic experienced 

to the server was mitigated. Thus, downtime caused 

by the attackers was eliminated to allow network 

access by legitimate clients  

Finding A4: Inadequate monitoring of network 

to detect and prevent suspicious traffic 

Finding A15: The use of monitoring tools such as 

Wireshark network analyser and Colasoft Capsa 9.1 

Enterprise detected suspicious traffic. 

Finding A16: Proper configuration on network 

devices for integrated security mechanisms 

enhanced network security by detecting and 

preventing suspicious traffic 

Finding A5:There is a lack of proper 

configuration on network devices for 

integrated security mechanisms  

Finding A16: Proper configuration on network 

devices for integrated security mechanisms 

enhanced network security by detecting and 

preventing suspicious traffic 

Finding A6: Rogue device could easily be 

connected to the network and start issuing 

false network configurations 

Finding A13: Using managed switches and shutting 

down unused switch ports mitigated network security 

threats and attacks 

Finding A17: Rogue devices were denied access to 

the network to issue false network configurations 

Finding A7: Malicious user or attacker could 

redirect the outgoing traffic from the victim‘s 

computer and intercept it 

Finding A16: Proper configuration on network 

devices for integrated security mechanisms 

enhanced network security by detecting and 

preventing suspicious traffic 

Finding A8: Malicious user or attacker could 

easily sniff network packets when network 

switch is under attack and acting like a hub 

Finding A16: Proper configuration on network 

devices for integrated security mechanisms 

enhanced network security by detecting and 

preventing suspicious traffic 
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Research Question: 

SRQ3: How can network security be addressed and improved in order to protect against 

network security threats and attacks in South Africa? 

FINDINGS BEFORE MITIGATION FINDINGS AFTER MITIGATION 

Finding A9: Unlimited number of devices 

could establish connection from a single 

network switch port 

Finding A18: Number of devices connecting to a 

single network switch port was controlled hence 

reduced the security risks 

Finding A10: The use of insecure network 

protocols that lack encryption allowed 

authentication data such as username and 

plaintext passwords to be captured in transit 

across the network 

Finding A19: The cryptographic network protocols 

were used to improve network security by ensuring 

that the communication was encrypted 

Finding A11: The use of default settings on 

network devices poses a security threat 

Finding A20: The use of default settings on network 

devices was eliminated hence improved network 

security 
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CHAPTER 6: DISCUSSION 

6.1 Introduction 

Chapter 4 presented research findings to determine challenges faced by higher academic 

institutions concerning network security. The chapter also presented findings on security 

technologies available for protecting against network security threats and attacks at these 

institutions. Chapter 5 presented findings on how network security can be addressed and 

improved on a technical level in order to protect against network security threats and attacks 

a HEIs in South Africa. Chapter 6 critically examines research findings from both the survey 

and the experiment conducted (summarised in Table 4.1 and Table 5.1) and the implications 

on network security. 

6.2 Research questions 

For the reader‘s convenience, the primary and secondary research questions are again 

stated: 

PRQ: What can be done to mitigate network security threats and attacks at higher 

academic institutions in South Africa? 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

SRQ4: What framework can be proposed for South African higher academic institutions 

to improve network security? 

6.3 Discussion and implications of network security 

In order to answer the research questions, a questionnaire was designed and distributed to 

IT technical staff at 25 higher academic institutions in Gauteng province, South Africa. The 

selected HEIs consisted of UoTs, traditional universities, comprehensive universities, private 

universities, public colleges, and private colleges. SRQ1 and SRQ2 were addressed by data 

collected and analysed from the questionnaire that determined the challenges HEIs are 

facing when securing their networks and identifying the available security technologies they 
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use. Rezgui & Marks (2008) assert that the knowledge and understanding of security 

challenges faced by HEIs could help these institutions to mitigate network security threats 

and attacks, hence avoiding bad reputation as well as financial and data loss. However, 

there are limited research studies done in this field to address challenges faced by HEIs 

concerning network security and how to improve this type of security. The challenges 

identified in SRQ1 and SRQ2 that could be attended to on a technical level, were addressed 

in SRQ3. The two Local Area Networks (experimental and control networks) were set up in a 

computer laboratory at the HEI where the researcher is employed. These networks were 

isolated from the institution‘s network to avoid any interruptions that could be caused by the 

experimental and control networks.  

For the questionnaire phase of the research, it was revealed that 46% of the participants 

reported a lack of well-designed and written network security policies. This is disturbing as 

organisations such as HEIs without network security policies would continue failing to 

achieve their network security goals and would therefore be subjected to network security 

threats and attacks. The objective for a security policy is to know how to address the security 

risks by implementing security measures to assist in mitigating network security threats and 

attacks. As a result, institutions without network security policies lack network security 

feasibility as IT security personnel may not know when security breaches or violations are 

taking place and whether data have been compromised. This might result in HEIs incurring 

high costs for restoring their network services and their securing network resources, as 

confirmed by Rezgui & Marks (2008). Johnson (2006) asserts that a security policy provides 

a good foundation within an organisation to secure resources. Johnson (2006) further argues 

that organisations without well-designed and written network security policies have no 

assurance on the level of protection of their networks and resources.  

According to Herath & Rao (2009), Ifinedo (2012) and Gundu & Flowerday (2013), a network 

security policy guides network users (end-users and IT technical personnel), thus 

establishing behaviours and acceptable procedures to be followed for accessing network 

resources that in turn regulate network activities. Knapp & Ferrante (2012) state that a 

network security policy is crucial as it sets directives and expected behaviours of network 

users when using an organisation‘s systems and handling data. Therefore, HEIs that 

implemented network security policies would likely benefit from improved network security as 

network resources would be protected against security threats and attacks (Baskerville & 

Siponen, 2002). A network security policy defines and approves consequences against 

security violations, hence minimises security risks. Defining expectations of user behaviour 

on the network and stipulating the consequences when failing to adhere to these rules would 

enhance network security. 
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Herath & Rao (2009) argue that the implementation of a network security policy to protect 

assets and ensure network security within an organisation does not necessarily guarantee 

user compliance and adherence to the policy. The network security policy needs to be 

enforced to ensure that users follow proper procedures when accessing network resources 

(Bulgurcu et al., 2010; Pfleeger et al., 2015). The research findings revealed that 54% of the 

participants from the various HEIs do not enforce network security policies. The lack of 

enforcing network security policy increases network security threats and attacks as users are 

not likely to follow their institution‘s guidelines to protect the network and access the systems 

and network resources that could impact negatively on HEIs should they be affected and 

reports be publicised. Knapp & Ferrante (2012) assert that the impact network security 

threats and attacks have on network security should compel organisations to tighten and 

enforce their security policies. The authors also state that network security threats and 

attacks could weaken the operations and system performance of organisations.  

According to Bulgurcu et al. (2010) and Barton et al. (2016), top management needs to 

provide adequate support to the IT department to ensure network security policy compliance 

across the network. This would ensure that strict measures are employed, which forces 

users to follow rules set out and to meet the institution‘s behavioural expectations, thus 

improving network security. Support from top management impacts directly on network 

security policy compliance to ensure that institutions meet their expected network security 

goals. This supports the findings of Knapp et al. (2006), Da Veiga & Martins (2015) and 

Pham et al. (2017). Insufficient support from top management is reflected in the efficiency of 

the network security of an institution. Top management support is crucial to the effectiveness 

of network security policy functions, and especially in terms of funding allocation to IT 

department.  

Insufficient funds allocated to the budget for IT security development affects network 

security, as the institution might not be able to purchase the latest security technologies, 

appoint more IT technical personnel, and offer mandatory training and education (Wu, 2010). 

The findings of this study revealed that the majority of participants are not pleased with the IT 

budget allocation. An inadequate IT department budget restricts IT technical personnel to 

address the security needs of the institution adequately and effectively. It affects the 

purchase of required security technology products due to high costs, hence hampering 

proper network security implementation to reduce network security threats and attacks. This 

is supported by Raman et al. (2016). However, Bunter (2011) and Knapp & Ferrante (2012) 

argue that buying the latest security technologies might not be effective if the institution does 

not have trained and qualified personnel who can utilise the full potential and capabilities of 

existing security technologies in order to mitigate network security threats and attacks. 
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Therefore, training and educating IT technical personnel is imperative for improving network 

security. Raman et al. (2016) assert that HEIs need to evaluate the costs incurred due to 

network security breaches versus the cost of buying security technologies. The authors 

argue that this evaluation could help top management realise the importance of network 

security, hence offering their support as it is not easy to accomplish and sustain a 

satisfactory level of network security at HEIs without any costs.  

An insufficient budget does affect the proper implementation of network security and 

appointment of qualified personnel, especially when HEIs offer lower salaries compared to 

salary offers in industry (Marchany, 2014). This insufficiency leads to understaffed IT 

technical personnel, as skilled candidates are likely to opt for better salary offers. As a result, 

inadequate IT staff may lead to increased workloads and many responsibilities assigned to 

personnel that may not fall within their field of expertise. Understaffing at HEIs may lead to 

insufficient training of IT technical personnel due to time constraints (Marchany, 2014). The 

author also states that excessive workloads put more strain on personnel to finish the work 

while at the same time they are required to meet performance expectations, thus limiting the 

capabilities of personnel to serve the institution that subsequently affects the institution‘s 

network security. This corroborates the studies by David (2011), D‘Arcy et al. (2014) and 

Tsai (2015) who indicate that overworked IT technical personnel often overlook technology 

issues affecting network security that include controlling unauthorised access to network 

devices, monitoring network traffic, and misconfiguring network devices.  

The use of unmanaged network switches, open switch ports, insecure protocols, and default 

settings affect network security. Using unmanaged switches and having open ports on the 

network enable malicious users or attackers to gain unauthorised access to the network and 

connect their devices on open ports of unmanaged network devices. Furthermore, insecure 

protocols lead to network traffic being intercepted by an attacker and stolen confidential 

information being transmitted. Working with network devices using default settings also 

poses a security threat as the attacker could easily gain unauthorised access to these 

devices. However, utilising managed switches, shutting down unused ports of network 

devices, and using secure protocols and built-in security mechanisms help mitigate network 

security threats and attacks as confirmed by the experiments conducted. 

Apart from the enforcement of network security policy, this policy also needs to be reviewed 

and updated frequently. According to Knapp & Ferrante (2012) and Alotaibi et al. (2016), 

security policies should be updated and aligned with changes across the network or 

infrastructure. This ensures that IT technical personnel on all levels within HEIs are properly 

guided, and that they apply security policy updates consistently. The maintenance of network 

security policies also ensures relevance to the latest security concerns and activities, thus 
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assisting IT technical personnel to anticipate and prevent any potential security risks in 

future. It ensures that vulnerabilities on the networks are properly addressed, which improves 

network security. 

The research findings also revealed that 50% of the participants are not offered training and 

education concerning network security policy. This lack of training and education for network 

users hampers network security at HEIs as IT technical personnel may not have the 

necessary expertise to secure networks and resources by taking proper actions. As a result, 

HEIs might be negatively affected, as their networks would be subjected to network security 

threats and attacks, exposing these institutions to security risks (Willison & Siponen, 2009; 

Sarkar, 2010). Johnson (2006), Alotaibi et al. (2016), Safa et al. (2016) and Warkentin et al. 

(2016) argue that adequate training and education could aid in reducing network security 

risks to manageable levels and therefore improve network security. Gundu & Flowerday 

(2013), Ong & Chong (2014) and Tsohou et al. (2015) also state that training and educating 

network users could raise awareness and promote acceptable security behaviour at HEIs. 

Once security personnel understand the impact of their behaviour on their institution‘s 

network security, they are more likely to change and adopt good behaviours. Adequate 

training and education programmes ensure that network users are aware of the importance 

of network security and the impact non-compliance has on the institution‘s network security 

(Cox, 2012; Da Veiga & Martins, 2015; Warkentin et al., 2016; Pham et al., 2017). Therefore, 

the training of IT technical personnel needs to be a continuous process to ensure that these 

professionals improve their abilities to protect networks and resources and follow the 

guidelines and procedures written for their institutions.  

Having a network security policy directly affects the implementation of security technologies, 

as these technologies are often seen as hindering the daily operations of HEIs. Although 

security technologies are crucial for protecting the network against security threats and 

attacks, their implementation within an institution as specified by the network security policy 

could be perceived as conflicting with the interest of the users. According to Greitzer et al. 

(2014), some network users may be concerned that the implementation of security 

technologies would limit the use of the network and operations performed, and therefore 

inhibit their academic freedom. However, Johnson (2006) argues that if users are trained and 

educated, this could change their negative attitude and perception of a network security to a 

better understanding of why such policies are needed. This change in attitude could help 

improve network security concerning the way assets and data are protected, thereby 

ensuring an effective and safe working environment. According to Bulgurcu et al. (2010) and 

Ifinedo (2012), network users who are trained and educated are more likely to have good 
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behavioural intentions and comply with their organisation‘s guidelines and procedures, 

reducing security risks that may be imposed by non-compliant users.  

The increasing rate of network security breaches at HEIs globally has made network security 

a serious concern for most institutions, as network administrators have to deal with these 

security breaches. Despite knowing that any network is vulnerable to attacks regardless of its 

nature, it seems that HEIs tend to ignore this fact. Forty-eight percent (48%) of the 

participants reported that their institutions‘ networks have experienced security breaches in 

the past two years. Jones & Stallings (2011), Roman (2014), and Raman et al. (2016) assert 

that HEIs have become the target of network security threats and attacks because of their 

open environmental nature. This means that as these institutions provide open access to 

resources, they also need to provide a good balance to implement mechanisms that secure 

both their environment and their resources (Rezgui & Marks, 2008; Marchany, 2014). Nurse 

et al. (2014) assert that the emphasis to protect networks against security threats and attacks 

is placed more on external threats hence ignoring internal threats that pose a greater 

concern to the security of institutions. This is corroborated by Wang & Liu (2011), 

Haeussinger & Kranz (2013) and Anderson et al. (2016) who state that user management 

within institutions are often overlooked that results in HEIs failing to provide restricted access 

and leading to network security breaches. This confirms the critical nature of network security 

that needs to be addressed urgently by institutions to avoid data loss, financial loss, and bad 

reputation. According to Hearn (2016), 79% of higher academic institutions have a bad 

reputation because of security breaches on their networks.  

Due to negative publicity and the subsequent widespread negative impact this may have, 

many institutions still do not report network security breaches to law enforcement. South 

African law does not force organisations to publicly report security breaches (Cosser, as 

stated by Alfreds, 2016), thereby allowing institutions to withhold security breach reports in 

order to avoid public embarrassment and bad reputation. However, this leads to institutions 

applying temporary solutions when addressing security breaches that negatively affect 

network security. HEIs therefore need to develop a sound and effective security policy by 

creating a strong security infrastructure that is applicable to achieving their security 

objectives. This would obligate IT technical personnel to understand the security threats and 

attacks faced by HEIs and plan for proper security architecture that is vital because it 

enhances the importance of security technologies by providing the required protection. Well-

designed, written, and enforced network security policies could also protect assets and 

resources efficiently against internal and external security threats and attacks, while at the 

same time keeping the primary focus on network security. However, to achieve this goal, 
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institutions‘ top management needs to provide the necessary support to ensure that network 

security threats and attacks are properly mitigated.  

Network security can also be achieved through the implementation of various security 

technologies. This corroborates the studies by Jackson et al. (2004), Liu & Zheng (2011), 

and Wattanapongsakorn et al. (2012) who state that different security technologies can help 

improve network security by protecting network assets and preventing unauthorised access 

to the network. However, Safa et al. (2016) assert that the implementation of different 

technologies alone cannot provide assurance that the environment is secured; the human 

aspect concerning the network security should be considered as well. Therefore, IT technical 

personnel need to understand how to utilise these security technologies effectively in order to 

improve network security while at the same time considering the institution‘s network security 

policy, thereby ensuring that security technologies are implemented in accordance with the 

network security policy.  

The study revealed that the majority of participants mostly use firewalls, malware protection, 

and network access controls at their HEIs. According to Yu & Tsai (2011) and Zacker (2014), 

these security measures, especially firewalls, are able to protect the network at the perimeter 

from unauthorised access. However, Ahmed & Singh (2012) assert that the misconfiguration 

of network devices and security technologies may lead to malicious traffic passing through 

the network‘s perimeter without being noticed, causing damage to the network. According to 

Marchany (2014), the lack of qualified IT technical personnel also affects the proper 

configuration of security technologies and systems on the network, posing a serious concern 

to the network security of HEIs. The misconfiguration of network devices due to a lack of 

knowledge or negligence from IT technical personnel makes devices and networks 

susceptible to threats and attacks. IT professional expertise could thus enhance network 

security because of the knowledge these personnel have acquired in the IT field. To reduce 

network security threats and attacks, HEIs need to protect their assets effectively against 

security risks by implementing appropriate security technologies, and maintaining and 

updating their security (Onwubiko & Lenaghan, 2007). This will ensure that vulnerabilities in 

systems and network devices are not exploited by malicious attackers who want to gain 

access to the network and resources. 

The findings from this study revealed that the majority of participants do perform vulnerability 

assessments at their institutions. It is evident that institutions are aware of the impact security 

threats and attacks could have on their networks. No security measure is considered as 

being completely effective; there are always factors hampering security, including the correct 

configuration of the network and devices, and limited funds. As a result, institutions should 

take responsibility and find innovative ways to mitigate security risks.  
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The findings from this study also revealed the lack of penetration testing on the networks of 

the HEIs that were included in the research. The frequency of performing vulnerability 

assessment and penetration testing is crucial as it affects the network security. The study 

found that vulnerability assessment and penetration testing are not frequently performed. 

According to Lai & Hsia (2007), vulnerabilities on network devices and systems are 

repeatedly increasing, making it difficult to patch and manage all the vulnerabilities in time 

before further exploitation occurs. The exploitation of these vulnerabilities on network devices 

and systems by an attacker could result in data loss; this means the frequency of performing 

vulnerability assessment and applying patches in time could reduce the chances of 

vulnerabilities exploitation and security risks. Performing penetration testing could assist 

HEIs in evaluating their own network security to determine the extent to which the attacker 

can access their network and what damage can be caused. This testing would therefore help 

IT technical personnel to increase security on the network before an attack, hence reducing 

any vulnerabilities and threats.  

Although the damaged caused by security breaches may differ, vulnerability management is 

imperative to control security threats and attacks. Adequate and skilled personnel as well as 

top management support play a crucial role in preventing the exploitation of vulnerabilities 

and improving network security. Lai & Hsia (2007) argue that performing vulnerability 

assessment requires patience as it is an exhausting and time-consuming process, but 

preventing vulnerabilities‘ exploitation reduces the damages that could occur and the 

financial costs the institutions might incur. Although monitoring of the network for suspicious 

traffic is a huge responsibility, it is essential in reducing network security risks as it helps IT 

technical personnel in gaining a better understanding of network activities that leads to 

improved network security. The implementation of intrusion detection systems could help 

institutions monitor their networks and alert network administrators to take remedial 

protective action in cases of security breaches or suspicious activities (Sharma & Singhrova, 

2011). Intrusion prevention systems, on the other hand, could detect and stop such activities 

from taking place, hence improving network security (Meeta, 2011). However, Gascon et al. 

(2011) argue that the implementation of these systems result in unnecessary overconfidence 

of network administrators. 

6.4 Summary 

In this chapter the research findings from both the survey and experiment, employed as the 

research strategies utilised in this study, were critically analysed. The implications of the 

challenges faced by higher academic institutions on network security when securing their 

networks were also discussed.  
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The next and final chapter provides the recommendations and conclusion of the research 

study. 
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CHAPTER 7: RECOMMENDATIONS AND CONCLUSION 

7.1 Introduction 

This chapter provides the findings drawn on establishing ways to mitigate network security 

threats and attacks at higher academic institutions in South Africa. This research study‘s 

focal point was addressing network security threats and attacks, thus improving network 

security. As a result, a survey was conducted at HEIs in Gauteng province in South Africa to 

determine network security challenges faced by these institutions and identify the kind of 

network security technologies being used. The experiments were conducted to address 

technical challenges at Layer 2 of the OSI model that could be addressed practically. The 

implications of network security threats and attacks were drawn before and after applying 

mitigation techniques. This chapter addresses the research questions of the study. A 

framework to improve network security in South African HEIs is proposed based on the 

findings of the research study.  

7.2 Review of the research study 

Chapter 1 provided a short introduction of network security for academic networks. The 

rationale and motivation of the research study were discussed, and the problem statement, 

research questions, and research objectives were elaborated on. The research design, 

delimitations, and ethical considerations of the research study were explained. Lastly, the 

outline of the research study was provided. 

In Chapter 2, the network environment implemented at higher academic institutions was 

sketched. The challenges faced by HEIs were pointed out, and the different kinds of security 

technologies applicable for use at HEIs were discussed. 

Chapter 3 provided detailed information on how this research study was carried out. The 

research philosophy, research approach, and research strategy that were implemented in 

this research study, were addressed. The research methods selected for the study were 

emphasised, and a detailed description of data collection as well as how the collected data 

were analysed, was provided. 

Chapter 4 entailed the analysis and interpretation of the data obtained from the survey 

questionnaire conducted. The results obtained were discussed in terms of the research 

objectives of the study. 

Chapter 5 described how the security threat experiments were conducted on a dedicated 

network at a selected HEI in Gauteng, and the outcomes of the experiments were provided. 
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Chapter 6 provided a discussion on the findings derived from the survey results as indicated 

in Chapter 4 and the experiment outcomes as indicated in Chapter 5. 

7.3 Research Questions 

This study was conducted to find possible ways for mitigating network security threats and 

attacks at HEIs. For guidance in completing this research study, both primary research 

question (PRQ) and secondary research questions (SRQ) have been presented as follows: 

Primary research question (PRQ): 

PRQ: What can be done to mitigate network security threats and attacks at higher 

academic institutions in South Africa? 

Secondary research questions (SRQ): 

SRQ1: What are the challenges surrounding network security at higher academic 

institutions? 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

SRQ4: What framework can be proposed for South African higher academic institutions 

to improve network security? 

The following outcomes are provided for each secondary research question in order to 

answer the primary research question. 

7.3.1 Secondary Research Question 1 

SRQ1:  What are the challenges surrounding network security at higher academic 

institutions? 

Higher academic institutions are faced with several network security challenges impacting 

negatively on their network security. The following findings regarding network security 

challenges at HEIs in South Africa were drawn from the survey analysis: 

 The lack of a well-designed and written network security policy poses a threat to 

network security at HEIs, as these institutions might not have properly established 
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how network users should behave when accessing network resources, and how to 

secure such resources. Some institutions do not have a network security policy as 

this valuable document is perceived as an obstacle to progress because it often 

clashes with user activities on the network 

 The lack of enforcing a network security policy on network users poses another 

serious problem that cannot be ignored. A network security policy should be enforced 

in order to be effective and valuable. However, this enforcement should happen with 

assistance from top management as the leaders of an institution play a critical role in 

the success of network security enforcement. The lack of enforcing a network security 

policy could result in network security breaches that have the ability to destroy the 

reputation of the institution  

 Insufficient reviews and updates of the network security policy on a regular basis 

could lead to a dysfunctional and ineffective network security policy, affecting the 

institution‘s network security and causing a vulnerable network as systems might not 

be patched and updated periodically  

 When a network security policy is not adequately enforced and support from top 

management is lacking, the personnel could misuse their rights knowing there would 

not be any consequences against such unethical acts  

 Attacks and security issues against servers and database systems were among the 

highest concerns to protect against as these could easily be exploited. The second 

highest attack vectors and security issues identified were malware threats, followed 

by hacking incidents 

 Insufficient mandatory training and education for network users poses a threat 

because the users‘ activities might unknowingly endanger network security 

 IT budget allocation plays a significant part in ensuring that network security is 

addressed and improved. Insufficient IT budget allocations can seriously affect the 

use and implementation of security technologies at institutions 

 Lower salary offers at HEIs lead to reduced staffing levels. This results in a shortage 

of qualified personnel able to help improve network security 

 There is a call for HEIs to increase IT technical staff in order to address network 

security effectively and efficiently 

 Vulnerability assessment should be conducted on a regular basis to discover 

vulnerabilities on systems and network devices   
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 There seems to be a lack of penetration testing on HEIs‘ systems and networks. This 

testing should be conducted to determine the degree of damage should the network 

be breached 

 Vulnerability assessment or penetration testing was only performed after a long 

period of time, such as on an annual basis that might not be effective 

 A high percentage of participants indicated that they do not investigate network 

threats or take remedial actions that shows a lack of responsibility by IT personnel 

7.3.2 Secondary Research Question 2 

SRQ2: What security technologies are available to protect against network security 

threats and attacks? 

Participants showed that firewalls, malware protection, and network access controls are the 

top three security technologies used at HEIs in South Africa. However, security technologies 

such as intrusion detection systems, intrusion prevention systems, and encryption are 

insufficiently utilised. The lack of an IT budget probably contributes to limited usage of 

security technologies at HEIs. Off all the security technologies used, respondents were the 

most satisfied with the firewall. 

7.3.3 Secondary Research Question 3 

SRQ3: How can network security be addressed and improved in order to protect 

against network security threats and attacks in South Africa? 

In order to adequately address and improve network security threats and attacks, both at 

non-technical level and technical level, the following are the recommendations that should be 

implemented:  

 Higher academic institutions should have a well-designed and written network 

security policy. This document can help improve network security, as users will have 

formalised and structured guidelines, procedures, and principles to follow; leading to 

a reduced likelihood of network security threats and attacks within HEIs 

 A network security policy should be enforced adequately to be effective and to ensure 

that all network users adhere to the policy. The top management of the institution 

should be actively involved in this process, assisting in addressing violation issues by 

implementing consequences for users (staff and students) who disrupt these 

established rules and regulations in terms of networks. Enforcing a network security 

policy will also promote the proper use and configuration of network devices, thereby 
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eliminating security threats posed by the use of unmanaged switches, 

misconfiguration of devices, and open switch ports  

 Institutions should ensure that every employee is aware of the network security policy 

and that each new staff member receives a copy. The institutions should also make 

institutional policies easily available to staff in order to reduce suspicious actions 

committed by users who might not be aware of the danger their actions might pose 

 Institutions should regularly review and update their network security policy to 

improve its functionality and ensure that it provides the required protection against 

network security threats and attacks 

 Institutions should ensure the effective implementation of management programmes 

such as patch and threat management to combat network security threats and 

attacks by ensuring that patches and program updates are applied regularly. This will 

reduce the security threats on systems that could jeopardise network security 

 Institutions should offer appropriate training and educational programmes for network 

users in order to educate them on the importance of network security. When users 

are aware of the network security policy and what role it plays in their daily working 

activities, they would probably behave differently, not intentionally violating the policy 

by misusing their rights. This could help improve network security and change the 

way in which network security policies are perceived - as being an obstacle to 

development 

 Institutions should consider increasing the budget allocated to the IT department for 

improving network security. This will ensure that institutions have the ability to 

purchase security technologies that help protect against network security threats and 

attacks 

 HEIs should consider revising the salary packages offered to applicants in order to 

attract and attain higher qualified personnel, specifically the IT technical staff, to 

increase the expertise level. Skilled personnel have the ability to ensure that the 

proper security technologies are adequately configured and deployed to improve 

network security. The increase in IT technical staff at HEIs could ensure that 

maintenance on the network is sufficiently conducted  

 Institutions should adequately protect the systems holding confidential information in 

order to avoid security breaches. Thus, institutions should patch and update their 

systems periodically to reduce vulnerabilities that can be exploited 

 Institutions should utilise integrated security mechanisms on network devices to help 

protect against network security threats and attacks 
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 Institutions should adequately monitor their networks to detect and prevent suspicious 

traffic. Therefore, monitoring tools, intrusion detection systems, and intrusion 

prevention systems should be used to ensure that suspicious activities and traffic are 

detected and prevented before any damage can occur on the network. This helps  

preserving the confidentiality, integrity, and availability of network resources  

 Institutions should consider making use of cryptographic network protocols to ensure 

that communication across the network is secured and to reduce the likelihood of 

authentication data being stolen during data transmission  

 The institutions should avoid using the default settings on network devices as it poses 

a security threat on the network. Default settings could be exploited by the attacker 

and impact negatively on network security 

 Institutions should conduct vulnerability assessment to discover vulnerabilities on the 

systems before being exploited; remedial actions should also be taken to solve such 

security threats. This would eliminate the security threats posed by the existence of 

vulnerabilities and the likelihood of the systems and networks being attacked. This 

assessment should at least be conducted on a monthly basis to avoid institutions‘ 

networks being vulnerable to attacks 

 Institutions should adequately perform penetration testing on systems and networks 

to ensure that vulnerabilities identified are resolved before endangering systems and 

networks. This test should at least be conducted on a bi-annual basis 

 Institutions should sufficiently respond and investigate all reported security alerts and 

incidents for better improvement of network security 

7.3.4 Secondary Research Question 4 

SRQ4:  What framework can be proposed for South African higher academic 

institutions to improve network security? 

This research study has determined a number of challenges facing HEIs when it comes to 

securing their networks and network resources. The researcher therefore proposes the 

framework as shown in Figure 6.1 to mitigate network security threats and attacks. The 

proposed framework comprises five phases: Phase 1: Identification, Phase 2: Planning, 

Phase 3: Protection, Phase 4: Response, and Phase 5: Penetration Testing. These phases 

are discussed in detail below. 
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a) Phase 1: Identification 

This phase identifies the network security threats and attacks problem. Based on the 

problem, each institution should conduct a risk vulnerability assessment in order to identify 

security risks imposed by these threats and attacks. This assessment enables institutions to 

define security requirements and effectively plan how to address network security threats 

and attacks, thus improving network security. 

b) Phase 2: Planning  

This is the phase where institutions plan on how to address network security threats and 

attacks against their networks, thus, designing and structuring the network security policy. 

This document forms the foundation for institutions to achieve their network security goals. 

Once the security policy has been designed and structured, it should be enforced in order to 

derive the benefits it provides. For its success and effectiveness, top management should be 

committed and supportive by enforcing disciplinary actions against security policy violation 

caused by personnel. Any misconduct by personnel should be dealt with to reduce the 

likelihood of personnel repeatedly carrying out the same acts. This would ensure that 

network users comply with network security policy. As part of the planning phase, institutions 

should ensure that continuous monitoring and auditing are carried out. This process ensures 

that all network activities such as network usage, configuration of network devices, and 

methods of authentication are monitored to detect any misconduct by personnel or 

unauthorised users. The process also reduces the likelihood of applying different 

configurations of systems across the network. 

c) Phase 3: Protection 

This phase is responsible for ensuring the protection of the network and its resources. 

Institutions should know how to control access to the network and its resources in order to 

ensure restricted access, hence limit unauthorised access. This would further ensure that 

user access rights are controlled and removed when necessary. This phase also covers the 

physical security of the network to ensure that IT or network equipment are secured against 

theft and damage that may disrupt the network operability and hamper the security. The 

entry to the premises holding the network equipment needs to be protected to avoid 

unauthorised access. Different types of security technology protection such as firewalls, 

encryption, intrusion detection systems, intrusion prevention systems, and malware 

protection should be used across the network to enhance network security. To warrant the 

effectiveness of the security technologies implemented, security maintenance needs to be 
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conducted regularly. For institutions to achieve a high level of protection, they need funding 

or allocate extra budgets for network security. 

d) Phase 4: Response  

This phase is responsible for ensuring that mitigation techniques are applied, and that the 

security policy is updated and reviewed after encountering security breaches. This phase 

also ensures that network users are trained and educated on network security to equip both 

end users and technical users with necessary information they need to know. The end user 

knowledge would ensure that users comply with the security policy. The staff expertise would 

ensure that systems and network devices are properly configured and appropriate security 

technologies are implemented within the institutions. This would also ensure that personnel 

know and understand how to manage security incidents, when to apply patches, and how to 

manage security threats. 

e) Phase 5: Penetration Testing 

This is the phase where the institutions test how secure their networks are against network 

security threats and attacks. This test reveals the degree of damage that might be caused 

should the network be compromised internally or externally. Both the internal and external 

penetrating tests exploit vulnerabilities of the network and the kind of damage that could be 

caused.  
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Figure 7.1: Proposed Framework for South African higher academic institutions 
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7.4 Conclusion 

This research study was conducted to establish ways to help mitigate network security 

threats and attacks at higher academic institutions in South Africa.  To achieve the main 

objective, the research questions were presented (sections 1.4.1 and 1.4.2).  This study was 

conducted at higher academic institutions in Gauteng province to determine the challenges 

faced and the type of security technologies that are used and implemented. This study found 

several challenges facing higher academic institutions regarding the protection of the 

networks and resources. Among the challenges, insufficient budget allocation to IT 

department, inadequate staffing, lack of penetration testing, inadequate use of cryptographic 

network protocols, and lack of network security policy and its enforcement were determined. 

The study conducted internal penetration testing at Layer 2 of the OSI model to deal with 

challenges that could be addressed practically. The findings showed that inadequate network 

security policy negatively impacts the network security as unauthorised network users could 

easily gain access to the network. Mitigation techniques were applied, which showed 

improvement of network security, as the unauthorised access was successfully restricted. 

Based on the research findings, a framework was proposed for mitigating network security 

threats and attacks at HEIs in South Africa. 

7.5 Future work 

Due to time constraints, on a technical level, this research study‘s focal point was internal 

penetration testing on Layer 2 of the OSI model. For future work, intensive penetration 

testing, which covers both internal and external testing on other OSI model layers, is 

proposed. This future work could assist network administrators in obtaining more information 

on how to control and reduce vulnerabilities on the systems that could be exploited to gain 

greater access on the network. Further research can also be conducted in a different 

province in South Africa to determine the level of network security at HEIs in a different 

province. Due to the high cost of network devices and systems, and the potential impact 

penetration testing may have, in future, all experiments could be conducted on virtual 

networks to reduce any impact the attacks may cause on systems. 
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ANNEXURE A: Informed Letter of Consent for Participant 

 

Vaal University of Technology 

FACULTY OF APPLIED AND COMPUTER SCIENCES 

INFORMATION AND COMMUNICATIONS TECHNOLOGY DEPARTMENT 

Informed Letter of Consent for Research Participant 

Title of the research study: A framework for higher academic institutions in the Republic of 

South Africa to mitigate network security threats and attacks 

Name of researcher:  Matrinta Josephine Mohapi 

Contact details:  Email: mmotajosie@gmail.com Phone: 082 434 9994 

Name of supervisor:  Prof Annelie Jordaan 

Contact details:  Email: annjor@yebo.co.za  Phone: 082 084 0385 

Purpose of the study: To determine possible ways that can enhance and increase network 

security in academic institutions by combating network security threats and attacks.  

Participation: The participation will primarily involve Information Technology (IT) specialised 

or technical security personnel at higher academic institutions in Gauteng. 

Confidentiality and Anonymity: The information you will provide for this survey will be kept 

confidential, anonymous and only be used for the purpose of this research study. The data 

collected will be stored on a computer that is password-protected to restrict access. It is 

important to note that no participant can be identified as the data collected will be 

summarised. 
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Voluntary participation: Participation in this research study is completely voluntary. Should 

you choose to participate, you are kindly requested to sign the consent form. If at any stage 

you decide to withdraw your participation to this study, you are free to do so without any 

negative consequences. 

Consent of participant: I fully understand and acknowledge the information provided above 

and that I can freely withdraw my participation at any time. Therefore, I agree to voluntarily 

participate in this study. 

If there are any questions concerning the study, you may contact the researcher or the 

supervisor for clarity. For any concerns relating to ethical conduct which may result from 

participating in this study, you may freely contact Research Administrator, Musonda Kaniki 

at 016 950 9004 or musondak@vut.ac.za. 

 

 

___________________________________   ________________________ 

Participant‘s signature/Print Name    Date 

 

     

__________________________________   ________________________ 

Researcher‘s signature/Print Name    Date 
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ANNEXURE B: Network Security Questionnaire 

Network Security Questionnaire at Higher Academic Institutions  

Thank you for taking this Network Security Questionnaire. This questionnaire will help the researcher 

better understand challenges that you are experiencing in your institution and help to identify the 

network security threats and attacks. This questionnaire should take you no more than 30 minutes to 

complete and your responses will remain anonymous. Questions related to this questionnaire can be 

addressed to Ms MJ Mohapi at mmotajosie@gmail.com. Thank you for your participation. 

 

SECTION A – DEMOGRAPHIC DATA (please mark with X to indicate your answer) 

1. Gender: Male Female   

2. Age: 18-24  25-34  35-44 45-54 Over 54  

3. Position: IT Manager / IT Director/Security Director 

System Engineer / Network Engineer 

System Administrator / Security Administrator 

Network Administrator/ Network Operator 

Security Analyst/ Security Manager 

Compliance Auditor/ Compliance Officer  

  Other: (Please specify) ____________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Please indicate your highest qualifications: 

 

PhD  

DTech/Doctorate  

MTech/Masters  

Honours  

BTech/Degree  

National Diploma  

Other: (Please specify)  

5. What type of higher academic institution do you work for? 

 

University of Technology  

Traditional University  

Comprehensive University  

Private University  

Public College  

Private College  



151 

 

SECTION B: NETWORK SECURITY CHALLENGES AND SECURITY TECHNOLOGIES 

 

 

 

 

 

 

1. From a risk perspective, which systems are you 
most concerned with? (Choose all that apply) 

 

Administrative database systems  

Staff computers  

Web servers  

Research systems  

Students owned computers  

Staff and Students mobile devices  

Other: Specify 

2. Which attack vectors and security issues is your 
organisation most concerned with to protect 
against?(Choose all that apply) 

 

Phishing attacks  

Hacking incidents  

Web-based attacks  

Malware threats  

Compliance issues  

Social networking-based attacks  

Exploits against database systems and 
servers 

 

Misuse of data  

Unknown   

Other:  Specify 

3. Has your institution’s network been internally or 
externally compromised within the past two years? 

Yes  

No  

Not sure  

4. Does your institution have a well-designed and 
written network security policy? 

Yes  

No  

Not sure  

5. Does your institution enforce network security 
policy to all network users? 

Yes  

No  

Not sure  

6. Is the network security policy at your institution 
periodically being reviewed and updated to include 
security controls and standards that can help 
combat the latest network security threats and 
attacks? 

Yes  

No  

Not sure  

7. Does your institution offer mandatory training and 
education on network security policy to users? 

Yes  

No  

Not sure  
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8. Are you satisfied with the budget allocated to the IT 
department in your institution for improving 
network security? 

 

Very Dissatisfied  (1)  

Dissatisfied (2)  

Neutral (3)  

Satisfied (4)  

Very Satisfied (5)  

9. How would you describe IT technical staffing at 
your institution? 

 

 

Severely understaffed  

Moderately understaffed  

Staffed at about the right level  

Moderately overstaffed  

Severely overstaffed  

10. Do you think your institution needs to hire more IT 
technical staff? 

 

 

Strongly Disagree (1)  

Disagree (2)  

Neither Agree nor Disagree (3)  

Agree (4)  

Strongly Agree (5)  

11. Does the IT department at your institution perform 
vulnerability assessment on the systems and 
network? 

Yes  

No  

Not sure  

12. Does the IT department at your institution perform 
penetration testing to exploit vulnerabilities against 
the systems and network? 

Yes  

No  

Not sure  

13. How often does the IT department perform 
vulnerability assessment or penetration testing to 
eliminate vulnerabilities, threats, and attacks? 

 

Weekly  

Monthly  

Quarterly  

Half-yearly  

Yearly  

Not at all or Not sure  

14. Does the IT department at your institution 
investigate and take remedial actions for reported 
security alerts and incidents? 

Yes  

No  

Not sure  
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15. Which of the following technologies, security 
measures, or controls are used by your institution? 
(Choose all that apply) 

 

Firewalls  

Network Access Controls  

Virtual Private Network (VPN)   

Intrusion Detection System(s) (IDS)  

Intrusion Prevention System(s) (IPS)  

All-in one security appliance  

Monitoring tools  

Encryption  

Malware Protection  

Other: Specify 

16. Please indicate your level of satisfaction on the intended operation of security technologies 
implemented at your institution: 

                                                 Rating 

 Very 
Dissatisfied  

(1) 

Dissatisfied 
(2) 

Neutral (3) Satisfied 
(4) 

Very 
Satisfied (5) 

Firewalls      

Network Access Controls      

Virtual Private Network (VPN)       

Intrusion Detection System(s) 
(IDS) 

     

Intrusion Prevention System(s) 
(IPS) 

     

All-in-one security appliance      

Monitoring tools      

Encryption      

Malware Protection      


